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Abstract—Motivated by the technological advancements in computer-assisted translation (CAT) tools and the 

notable lack of academic research regarding their application in the Arabic-translation context, this study 

aims to investigate the differences in translators’ performance when comparing traditional human translation 

and post-edited CAT tool-generated text in terms of speed and effort. This study investigates the performance 

of professional translators in Saudi Arabia through traditional translation from scratch (TFS) and post-

editing (PE) approaches. Data was collected from nine translators with 5–12 years of experience who had 

exposure to CAT tools. The participants translated an Arabic educational article into English using both 

methods. This study utilized Phrase CAT and Translog-II software to analyze the participants’ time and 

keystrokes. The results indicate that PE was significantly faster than TFS, with PE requiring 65.1% less time. 

PE also demanded significantly fewer keystrokes, suggesting lower technical effort. Correlations between 

keystrokes and time indicate a strong positive relationship in PE, implying that more technical effort 

correlates with increased temporal effort. These findings emphasize the efficiency of PE in enhancing 

productivity and suggest the importance of CAT tools and PE training for translators to meet industry 

demands effectively. Furthermore, this study underscores the need for continuous updates in CAT tool courses 

and the integration of PE training to prepare translators for constantly evolving technological landscapes. 

 

Index Terms—post-editing, traditional human translation, translation technology, computer-assisted 

translation (CAT) tools, translation memories 

 

I.  INTRODUCTION 

The development of interactive translation technologies began in the late 1970s and early 1980s, a period marked by 

significant advancements in the field (Kay, 1980; Melby, 1979, 1981, 1982). This era marked a paradigm shift in 

translation studies, with researchers exploring various methodologies for leveraging tools and computers to enhance 

translators’ work (Hargrave & Savourel, 1997). This exploratory phase led to the establishment of what is now known 

as computer-assisted translation (CAT), a term coined and elaborated upon by Hutchins (1998). According to Bowker 

(2002), CAT technology includes a broad range of computerized tools that aid translators in their professional tasks: 

“CAT technology can be understood to include any type of computerized tool that translators use to help them do their 

job” (p. 6). This definition highlights a distinct difference between CAT tools and machine translation (MT). When 

using CAT tools, a human translator performs the translation, but computer assistance is incorporated into the process 

(Christensen & Schjoldager, 2010). 

This human role of translators has significantly contributed to the growing practice of post-editing (PE), in which 

translators or post-editors refine machine-generated translations to meet specific quality standards. PE has emerged as 

an essential process, capitalizing on the strengths of MT while leveraging human expertise to ensure accurate and fluent 

translations. In the early phases of the editing process, a post-editor selects the correct translation and rearranges it 

according to the rules of the target language based on suggestions provided by a computer dictionary (Hutchins, 1986; 

as cited in Koponen, 2016a). According to Hutchins (1986, p. 73), the purpose of PE is “to produce out of the raw 

output […] a readable translation in a fraction of the time it would take a bilingual expert to produce a translation with 

the traditional procedure”. 

The aforementioned rationale has prompted this study, which involves an experiment aimed at assessing the 

performance of professional translators in both PE and traditional translation approaches. The main objective is to 

contribute to the advancement of translation technology research and to direct the translation industry’s attention toward 
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the impact of translation technology, especially within the Arabic-language context. Nine professional translators from 

Saudi Arabia were chosen to participate in the experiment, and their performance was assessed in terms of speed (time 

taken) and effort (number of keystrokes). In the PE approach, the translation was generated using the Phrase CAT tool, 

which is known for its high-quality features. Translog-II software was utilized to record the time spent by the translators 

on each approach and the number of keystrokes they made. This research is expected to contribute to the existing 

literature on the assessment of the efficiency of PE technologies, especially within the Saudi translator community, 

where there is a lack of studies on this topic. This study aims to address this gap and investigate the differences in 

translators’ performance via a comparison between traditional human translation and post-edited CAT tool-generated 

text in terms of speed and effort. Accordingly, the research questions of this study are as follows: 

1. RQ1: Which of the two approaches (PE of CAT tool-generated text and traditional human translation) 

requires more time (speed)? 

2. RQ2: Which of the two approaches (PE of CAT tool-generated text and traditional human translation) 

requires more keystrokes (effort)? 

Furthermore, this research is designed to test two primary hypotheses: 

Hypothesis 1: Performing PE on CAT tool-generated text helps with expediting the process, which results in higher 

productivity rates. 

The study aims to determine whether the process of performing PE on CAT tool-generated texts leads to a quicker 

translation process compared to the traditional method of human translators translating texts entirely from scratch 

(translation from scratch [TFS]). By measuring and comparing the time taken to complete translations using these two 

approaches, this research intends to provide insights into the efficiency and practicality of PE with CAT tools relative to 

conventional human translation methods. 

Hypothesis 2: PE is less cognitively demanding than traditional human translation. 

Testing the validity of this hypothesis entails comparing the effort involved in the two aforementioned translation 

methods. In this context, “effort” is quantified by the number of keystrokes needed to complete a translation. A higher 

number of keystrokes typically signify more input from the translator, suggesting greater effort. By analyzing and 

contrasting the keystroke counts for both post-edited CAT tool-generated texts and traditional human translations, this 

research provides insights into the relative effort demanded by each method. This comparison is crucial for 

understanding the efficiency and workload implications associated with the use of CAT tools in translation processes. 

II.  PE IN TRANSLATION 

A.  Definition and Classification 

Veale and Way (1997; as cited in Allen, 2003, p. 297) initially defined PE as the correction of machine-translated 

text by human linguists or editors, emphasizing the human role in refining machine-generated translations. Allen (2001) 

expanded on this, describing PE as an integrated process within MT in which professional translators correct machine-

generated translations and fuzzy matches from translation memories (TM). This collaborative process aims to produce 

higher-quality translations in less time. Schäfer (2003, p. 3) further defined PE as the task of refining machine-

translated text to achieve an acceptable level of quality for end users, highlighting the focus on enhancing raw MT 

output for user satisfaction. 

PE is classified into two types. These classifications are also known as levels or degrees of PE, which are based on 

the number of corrections and the effort needed to reach the required quality translation. A few terms have emerged to 

describe these classifications, such as light and full PE; rapid and conventional PE; and partial and full PE (Arenas, 

2019). In the 1990s, rapid PE was commonly referred to as “minimal or minimum” in the industrial and corporate 

sectors (Allen, 2003). In light PE, the translator lightly edits the MT translation to produce “understandable and usable” 

output (Hu & Cadwell, 2016), as the main purpose of the translation is to be understandable and grammatically correct. 

Allen (2003) explained the concept of light PE as a process in which “the post-editor ensures there are no linguistic or 

terminology errors or mistranslation. Its main purpose is to make the text understandable without altering its style” (p. 

297). In contrast, a full PE process emphasizes producing a translation that is human-like and sounds as natural as 

possible (Hu & Cadwell, 2016). Similar to light PE, full PE should also eliminate any grammatical errors, typographical 

errors, punctuation errors, and other basic issues. Furthermore, it should address stylistic aspects, bearing native readers 

in mind (Allen, 2003). In essence, the post-editor should also pay attention to the cultural references of the translated 

text to make it as fluent as possible (Densmer, 2014). 

B.  The Speed of PE and Traditional Human Translation 

The first hypothesis of this study posits that PE may be a more practical method than TFS, potentially leading to 

increased translation productivity. This hypothesis is grounded in the notion that CAT tool-generated text, which 

involves refining and correcting machine-translated texts, could streamline the translation process. The rationale behind 

this hypothesis is that MT provides a base translation that can be modified and improved by a human translator, 

potentially reducing the time required compared to TFS. 

Different measurements of speed have been utilized in empirical studies comparing the speed of PE and traditional 

human translation. Vazquez et al. (2013) examined the speed of the PE process compared to human translation. They 
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utilized the ACCEPT PE tool to record the time spent editing each section, and it was found that performing PE on MT 

was the fastest process, while TFS scored lowest in terms of speed. Läubli et al. (2013) proposed a translation 

productivity experiment to compare PE with computer-aided translation. Their study involved six participants majoring 

in German-to-French translation, who were allowed to use terminology and translation memories via a fully functional 

translation workbench. Screen recordings were used to precisely capture time without requiring the participants to track 

or report it. The controlled experiment demonstrated that PE yields faster translations of consistent quality compared to 

computer-aided translation. Aranberri et al. (2014) compared the speed of PE among professional translators and 

untrained users. The participants in both groups were tasked with translating and performing PE on two different texts 

using the Bologna Translation Service, a tool equipped with statistical MT and time-tracking capabilities. Despite 

varying factors, such as text complexity and MT quality, the results indicated a productivity gain for PE, with 

translators’ and users’ speeds increasing by 17.66% and 12.43%, respectively. 

Within the context of Arabic–English translation, Haji Sismat (2016) conducted an experiment involving non-native 

student translators majoring in Arabic and competent in English. The students, inexperienced with CAT tools but 

familiar with MT engines, translated legal and journalistic texts and undertook PE tasks using texts pre-translated by 

Google and Bing Translate, as well as the MemoQ TM CAT tool. Comparing the approaches showed that the 

participants completed PE tasks faster than TFS, indicating that PE improved the students’ speed to levels comparable 

to those of professional translators. Additionally, Samman’s (2022) study explored the productivity of PE and 

translation tasks, employing paired sample t-tests and repeated measures analysis of variance to compare the total task 

duration between the control and experimental groups. The results suggested significant productivity gains in both 

groups, with the experimental group exhibiting higher gains. The comparison between human translation and MT PE 

methods showed that MT PE led to greater productivity gains. These findings underscore the importance of considering 

diverse factors and methodologies when evaluating productivity in translation and PE tasks. 

C.  Translators’ Effort in PE and Traditional Human Translation 

The second hypothesis of this study is that PE, in addition to having quality equal to that of traditional human 

translation while being faster, consumes less cognitive effort. O’Brien (2007) conducted a study on PE effort in 

machine-translated texts to quantify the level of temporal and technical effort. The study included two groups of 

English–German translators. One group was instructed to post-edit a machine-translated text, while the other was 

instructed to translate the same text from English into German. Furthermore, text segments containing negative 

translatability indicators were isolated to demonstrate the difference in effort required to post-edit and translate 

segments with and without such indicators. Across all segments, PE effort was lower than translation effort. 

Vazquez et al. (2013) utilized the ACCEPT PE tool to count keystrokes during each translation process. This method 

was employed as a metric for measuring effort. Their findings revealed that performing PE on MT involved the least 

number of keystrokes, indicating lower effort compared to other methods. In contrast, the process of TFS, in which no 

translation proposals and no MT options were offered, required the highest number of keystrokes, signifying a greater 

level of effort. 

Expanding this investigation, Daems et al. (2017) compared PE and human translation processes among master’s 

students (10 participants) and professional translators (13 participants). The study focused on the effort, among other 

variables, involved in these translation processes. Articles from newspapers, assessed for complexity and 

comprehensibility using Lexile measures, served as the texts for translation. The MT inputs were sourced from Google 

Translate. The CASMACAT PE tool, which can track both keystrokes and eye gaze, was employed to evaluate 

cognitive effort. The study concluded that the cognitive demand of PE was less for both student and professional groups, 

with their performance levels being nearly identical. 

Collectively, these empirical investigations emphasize that performing PE on TM or MT is more productive than 

traditional translation methods. The body of research, including studies by O’Brien (2007), Vazquez et al. (2013), and 

Daems et al. (2017), consistently shows that performing PE on TM or MT demands less effort and yields better quality 

outcomes than traditional translation. However, it is critical to note the diversity in participant profiles across these 

studies. Not all participants were professional translators; some were lay users (Aranberri et al., 2014), non-native 

language students (Haji Sismat, 2016), or translation trainees (Garcia, 2010). 

Motivated by the technological advancements in CAT tools and the lack of academic research regarding their 

application in the Arabic-translation context, the present study aims to address this gap in the existing literature by 

exploring the utilization of CAT tools among Saudi professional translators. The focus on Saudi translators specifically 

aims to provide a well-rounded view that enriches the broader understanding of the translation industry. Despite the 

wealth of literature available, there remains a notable absence of experimental research examining the aspects of effort 

and speed in English–Arabic translation, a domain yet to be thoroughly explored. The outcomes of this study are 

expected to be beneficial to translators, academics, and educators, aiding them in recognizing implications, insights, and 

recommendations that are pertinent to the various facets and sectors of translation at a local level. 

III.  MATERIALS AND METHODS 

The hypotheses of this study were examined based on the performance of professional translators. Data were 
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collected from nine Saudi translators who possessed bachelor’s or master’s degrees in translation and who had adequate 

training in CAT tools. With the exception of one translator, who had 2 years of experience, all translators had 5–12 

years of experience working as full-time professional translators. The TM tools reported to be used by the translators 

were Trados (three translators), MemoQ (one translator), Matecat (three translators), Memsource (one translator), and 

Wordfast (one translator). Based on the translators’ qualifications and experience, nearly all translators had been 

exposed to and were familiar with both traditional translation and PE approaches. However, from the provided 

information, the degree of exposure varied among the participants. 

The participants were requested to translate the selected texts using both approaches. For this study, an Arabic article 

(from Mawhiba) was selected for translation into English. This text type was chosen because “the style of a non-literary 

text generally contains fewer or more controlled ambiguities, gaps, and possibilities for engagement” (Boase-Beier, 

2011, p. 76). The selected text, being from an educational genre, did not contain any implied meanings. This choice was 

also based on the recommendations of three researchers and academics in the field. The researchers involved in the 

present study reached an agreement that approximately 350 words would be sufficient to indicate the results. 

Furthermore, the texts were taken from the same article to ensure a parallel level of complexity. Consequently, the final 

corpus for the study consisted of an Arabic text (330 words) to be translated into English and an English text pre-

translated using the Phrase CAT tool (346 words) to be post-edited. 

To address the research questions posed in this study, the researchers chose to use two tools for collecting, recording, 

and analyzing data. The first tool was Phrase CAT, formerly known as Memsource, which was used to produce the text 

that would be post-edited by the participants and to analyze the quality of their final output. The other tool was 

Translog-II, which was used to record the participants’ time and keystrokes in both approaches. The Translog software 

was developed in Copenhagen Business School in 1999 under Professor Arnt Jakobsen (Munday, 2016). This software 

was chosen because its primary function is to collect quantitative data for translation research. Translog-II, the upgraded 

version of the software, was used in the present study. The program allows the researcher to follow the translation 

process, recording the particular actions performed (keystrokes) and the amount of time a translator spends on speed, 

pauses, and arrow movement (Karwacka, 2013). An enormous body of literature has demonstrated the effectiveness of 

these tools by evaluating the PE approach (Balling et al., 2014; Guerberof, 2009). The use of CAT tools has been 

perceived as having a fundamental impact on translation accuracy and could transform the translation industry. A 

screenshot of Phrase is given in Figure 1. 
 

 
Figure 1. Screenshot of the Phrase Platform 

 

The participants were requested to participate in a language lab, where they used devices to record the process of the 

PE and TFS approaches on Translog-II. For TFS, the participants were given the text and requested to translate it into 

English using Translog-II; they were allowed access to dictionaries and online resources but were instructed to avoid 

using MT. For PE, the participants were given the unedited text and requested to edit all errors in the translation until its 

quality matched that of human-edited text. 

The researchers utilized Translog-II to extract the speed and effort of each participant. The researchers were able to 

calculate and compare the participants’ time and speed because the data .xml file on Translog-II displays the precise 

start time and end time for both approaches (see Figure 2). To analyze time, the p-value was calculated to indicate the 

statistical significance in relation to the total time difference between the two approaches, as the p-value could serve as 
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an indicator of whether the observed differences resulted from randomness or reflected the actual differences between 

the approaches. 
 

 
Figure 2. Translog-II Screenshot Logging Time 

 

To address RQ2, which is concerned with investigating which of the two approaches requires more effort, the 

researchers collected data about the participants’ keystrokes using Translog-II software, saving it as an .xml file. The 

“insert” and “delete” keystrokes of the participants in each approach were utilized as an indication of their effort during 

the translation process (Béchara et al., 2021; see Figure 3). In this study, time was utilized not only to measure speed 

but also as an effort indicator (Koponen et al., 2012). 
 

 
Figure 3. Translog-II Screenshot Recording “Insert” and “Delete” Keystrokes 

 

IV.  RESULTS 

A.  Participants’ Speed in TFS and PE 

THEORY AND PRACTICE IN LANGUAGE STUDIES 2029

© 2024 ACADEMY PUBLICATION



The researchers used time as an objective and easily quantifiable measure to answer RQ1. This is because time is 

considered a simple numerical measure rather than a complex function (Tatsumi, 2010). To obtain the necessary data, 

the researchers referred to the participants’ start and end times recorded in Translog-II, as shown in Figure 3. 

Subsequently, the researchers calculated the time spent on each approach by subtracting the start time from the end time. 

Figure 4 illustrates that there is a noticeable pattern among the participants in terms of the difference in speed 

between the two approaches. There was a significant difference between the PE time and the TFS time for most 

participants, with the former being considerably lower than the latter. For example, the lowest value for PE time was 5 

minutes (P8), while the highest value was 63 minutes (P6). In contrast, the lowest value for TFS time was 53 minutes 

(P4), while the highest value was 103 minutes (P3). 
 

 
Figure 4. Participants’ Times in TFS and PE 

 

The speed difference between the two approaches also varied considerably among the participants. For instance, P8 

took only 5 minutes in PE but required 73 minutes in TFS. Thus, their PE time was only 6.8% of their TFS time; this 

was the largest time difference among all participants. In contrast, P6 had the smallest time difference between the two 

approaches; they required 75 minutes in TFS and 63 minutes in PE, which was the longest PE time among all 

participants and was 84% of their TFS time. 

In general, these results show that PE is substantially faster than TFS. However, the speed rate can vary among 

individuals. One possible explanation for the faster speed of PE is that, in PE, the translator’s role is to examine and 

correct the existing translation instead of translating the entire text on their own, as in TFS. However, it is important to 

note that the quality of the final translation is also a critical factor in evaluating the effectiveness of PE. 
 

 
Figure 5. Total Time in TFS and PE 

 

The total time spent on TFS was 613 minutes, whereas the time spent on PE was 214 minutes, indicating a 

considerable difference in the overall time taken between the two approaches. Specifically, the results show that the PE 
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approach was 65.11% faster than the TFS approach. Furthermore, the p-value obtained was 0.00003, clearly indicating 

that the difference between the TFS and PE times was statistically significant at the conventional significance level of p 

< 0.05. This suggests that random chance is not likely to explain the observed difference in means, and it may have 

been caused by an actual difference between the two groups. These findings provide evidence to support the hypothesis 

that performing PE on CAT tool-generated text helps with expediting the process, which results in higher productivity 

rates. 

B.  Participants’ Effort in TFS and PE 

The analysis of the participants’ effort in the TFS and PE approaches confirms the validity of the study’s second 

hypothesis, which proposes that PE requires significantly less effort than traditional human translation. The researchers 

used Translog-II to collect data on the number of keystrokes logged (insertion and deletion) for each participant as well 

as the recorded time spent on each approach by seven of the participants. Figure 6 presents the number of keystrokes for 

each approach, facilitating a closer examination of the effort required for each one. The results show that the total 

number of keystrokes was significantly higher in TFS than in PE. Specifically, the number of insertions and deletions in 

TFS was more than 23,258 strokes and more than 4,133 strokes, respectively, accounting for approximately 15.1% of 

the total keystrokes in TFS. In contrast, the number of insertions and deletions in PE was more than 2,527 strokes and 

more than 1,236 strokes, respectively, accounting for approximately 32.8% of the total keystrokes in PE. Thus, the total 

number of PE keystrokes was only 13.74% of the total number of TFS keystrokes, indicating that PE required 

significantly less technical effort than TFS. Furthermore, PE required less time than TFS, indicating that PE also 

required less temporal effort. 
 

 
Figure 6. Participants’ TFS and PE Keystroke Logging 

 

Analyzing the time and keystrokes of each participant in the two approaches showed noteworthy discrepancies. For 

instance, a comparison of participants P1 and P2 in both approaches revealed significant differences. In the TFS 

approach, P1 recorded an approximate keystroke rate of 49.3 strokes per minute, while P2 recorded a very high rate of 

69.98 strokes per minute. However, in the PE approach, P1 recorded a slower rate of 3.5 strokes per minute, while P2 

recorded 14.9 strokes per minute. Thus, P2 displayed a 30% speed advantage over P1 in TFS and a substantial 76.5% 

advantage in PE. These patterns of differing speeds were consistently observed among all participants in the study. This 

finding indicates a notable performance difference between the participants in both approaches, and it may be worth 

exploring the factors contributing to these differences in performance. 

C.  Correlations Between Participants’ Keystrokes and Time 

The correlation between the variables analyzed in the previous section, specifically the participants’ number of 

keystrokes and time taken in both approaches, was observed and identified to determine the level of effort required. A 

moderate positive correlation (r = 0.40) was found between the participants’ keystrokes and time taken in TFS, as 

demonstrated in Figure 7. Additionally, a strong positive correlation (r = 0.85) was found between the participants’ 

keystrokes and time taken in PE, as illustrated in Figure 8. This implies that, in PE, a higher number of keystrokes 

(indicating greater technical effort) tend to result in more time expended by the translator (indicating greater temporal 

effort). 
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Figure 7. Correlation Between Participants’ Keystrokes and Time Taken in TFS 

 

 
Figure 8. Correlation Between Participants’ Keystrokes and Time Taken in PE 

 

V.  DISCUSSION AND CONCLUSION 

This study revealed a distinct time difference between the two approaches, showing that PE was significantly faster 

than TFS by 65.1%. Specifically, PE required only 214 minutes, whereas TFS required 613 minutes. Notably, the range 

varied, from the quickest TFS completion time being 53 minutes to the longest being 103 minutes. In contrast, the 

lowest PE time was only 5 minutes (i.e., 9.4% of the lowest TFS time), while the highest PE time was 63 minutes (i.e., 

61.1% of the highest TFS time). These results suggest that PE could significantly increase productivity and help the 

translation industry keep up with the substantial increase in translation volumes in a timely manner. These findings 

align with previous research. Studies by Vazquez et al. (2013), Läubli et al. (2013), and Aranberri et al. (2014) also 

identified differences in PE time and TFS time across different translators. Similarly, Haji Sismat (2016) and Samman 

(2022) noted varying efficiency levels between these methods; this is in line with the present study’s outcomes. 

Building on this, the present study’s findings highlight the significance of high-quality translations produced through 

TM or MT in achieving promising speed-related outcomes. Furthermore, the involvement of translators with PE 

proficiency played a significant role in contributing to these beneficial results. This finding supports the overall pattern 

arising from the literature, namely that PE can increase the productivity of translators in terms of speed. Koponen 

(2016a) obtained similar findings, noting that speed and productivity could be affected by conditions related to the high 

quality of TM or MT translation and post-editors’ familiarity with the tools and processes involved in the PE task. 

Regarding technical effort, the results indicate that translators required significantly more technical effort in TFS than 

in PE, with an 86.3% increase. Temporal effort was also found to be much lower in PE than in TFS, with the effort 

required in PE being only 35% of the effort required in TFS. These findings suggest that PE requires less effort both 

technically and temporally compared to TFS. Furthermore, it was observed that there were significant variations in the 
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number of keystrokes per minute logged by different participants in each approach. For example, P1 logged 

approximately 49.3 keystrokes per minute in TFS, but only 3.5 keystrokes per minute in PE. Similarly, P2 logged 69.98 

keystrokes per minute in TFS but only 14.9 keystrokes per minute in PE. These differences suggest that fewer keystroke 

logs and longer time could indicate a higher cognitive effort required to detect errors and plan the corresponding 

corrections. Overall, the results of this study indicate that PE requires less effort than TFS in both technical and 

temporal aspects. However, it is important to note that cognitive effort may vary among different participants and may 

require further investigation. 

Based on this observation, the researchers found interesting correlations between the participants’ keystrokes and 

time taken in TFS, which had a moderate positive correlation (r =0.40). Furthermore, the correlation between the 

participants’ keystrokes and time taken in PE had a strong positive correlation (r =0.85). This indicates that, in PE, the 

higher the keystrokes (technical effort), the more time a translator takes (temporal effort). Koponen (2016b), whose 

study on PE and the effort involved yielded similar results, asked whether MT PE is worth the work. Other researchers 

found that editors vary considerably in terms of editing speed (Plitt & Masselot, 2010) and that they seem to differ more 

in terms of how much time they take and how many keystrokes they use rather than how many changes they make to 

the text. These studies also discovered that editors have different styles: Being fast or using several keystrokes does not 

necessarily mean more changes, and editors approach PE differently. 

The increase in translation volumes and the imperative to enhance productivity have resulted in a growing need for 

translation technologies. This emphasizes the necessity for translators to acquaint themselves with CAT tools and 

understand how to utilize them effectively through PE (Bowker, 2015). Nevertheless, there is a pressing need for 

enhanced local training in CAT tools. A recent study (Al-Rumaih, 2021) highlighted deficiencies in CAT tool courses 

in Saudi Arabia, with students lacking the requisite technical expertise to navigate the demands of the professional 

sphere. However, Kiraly (2014) observed the following: 

Translator competence does not primarily refer to knowing the correct translation for words, sentences, or even 

texts. It does entail being able to use tools and information to create communicatively successful texts that are 

accepted as good translations within the community concerned. (p. 13) 

This statement is particularly true at present, with advanced translation technologies being developed while the 

demand for them rises. Furthermore, limited experience with CAT tools will not allow translation students to gain a 

realistic understanding of the functioning of these tools (Bowker, 2015). This can also be applied to PE training, which 

is an intrinsic part of using translation technology in general; as mentioned before, these technologies cannot replace 

human translators and will always require human intervention to match the quality of human-edited text. Nevertheless, 

nearly all translators—especially local translators—need to receive training in PE. In a study on PE, Koby suggested 

that “the translator must be trained in post-editing” (Krings & Koby, 2001, p. 12). Furthermore, McElhaney and 

Vasconcellos (1988) argued that, since translation and PE are varying processes, translators are most suitable for 

undertaking this task, as they can identify linguistic errors and have rich knowledge about cross-language transfer. 

Therefore, in line with Al-Rumaih’s (2021) implication, CAT tool course plans should be reviewed yearly to ensure 

they are up to date with technological advancements. Furthermore, PE training should be incorporated into CAT tool 

course. Workshops for students should sufficiently cover translation technology and ensure the practical use of these 

tools, in addition to providing PE training. 
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