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Abstract—This research delves into the realm of simultaneous interpreting (SI) with a focus on the Portuguese-

Chinese language pair, examining the interplay between visual inputs and cognitive load. This study posits that 

visual cues such as hand gestures may influence the cognitive load during SI, a topic that remains 

controversial in interpreting studies. To address this, we conducted an empirical study involving 18 trainee 

interpreters divided into two groups: a control group receiving only audio input and an experimental group 

with additional video input. Utilizing ELAN 6.3 software, we analyzed silent pauses exceeding 300ms to gauge 

the cognitive load. The research focused on how audio and video inputs impact these silent pauses, with a 

special emphasis on segments accompanied by semantically related hand gestures. The results revealed that 

the average duration of silent pauses was marginally shorter for interpreters with video input, although the 

differences between the two groups were not statistically significant. Intriguingly, for both groups, the 

duration of pauses significantly increased during segments with semantically related gestures, underscoring 

the inherent high cognitive demand of these segments, irrespective of visual input. A notable discovery was the 

marked increase in fluency for participants with visual access when interpreting segments accompanied by 

gestures, which suggests that semantically related gestures provide cognitive benefits. Overall, this study 

contributes to the ongoing discourse on the role of visual inputs in SI, highlighting the potential of gesture 

input to alleviate cognitive load and improve interpreter performance. 

 

Index Terms—visual input, semantically related gestures, silent pauses, SI, cognition 

 

I.  INTRODUCTION 

As a cognitive activity of meaning-making for communication, SI has been increasingly understood as a multimodal 

activity (Mikkelson & Jourdenais, 2015, p. 293). There is evidence that the integration of information from multiple 

senses helps brain to disambiguate (Koelewijn et al., 2010; Sumby & Pollack, 1954), speed up the response to the target 

stimuli (Miller, 1982; Molholm et al., 2006; Teder-Sälejärvi et al., 2002), promote temporary storage of information 

(Baddeley, 2000), and result in a better recall afterwards (Gieshoff, 2018, p. 31). According to Gieshoff (2018), these 

facilitating effects of “redundant” (Seeber, 2017, p. 464) multisensory information only exist when the stimulus from 

both sensory channels (audio and video) are spatially, temporarily and semantically congruent. However, the multiple 

cues received by the interpreters during the SI task may also compete for same pool of cognitive resources (Seeber, 

2007), and cause an increasement of cognitive effort especially during the stage of perception and cognition (Prandi, 

2023; Seeber, 2017). By now, there are two opposite hypotheses under debate: 1) since multimodal input benefits 

language comprehension in L1 and L2, will it (in both acoustic and visual channel) reduce the cognitive load of 

interpreter due to the multisensory binding effect (Gieshoff, 2018, p. 30)? Or 2), on the contrary, in light of the 

Cognitive Resource Footprint (CFR) of Seeber (Seeber, 2011, 2012), will it cause increasing cognitive load, or even 

overload? 

Although some empirical studies were conducted to reveal the impact of visual input on simultaneous interpreting, 

their results were inconsistent due to differences in object of study (lip movements, visual presentations, gestures, etc.) 

and measurement used to estimate cognitive load (cognate translations, silent pauses, eye movements, etc.) involved in 

task, which calls for further empirical studies to test the impact of different types of visual cues on the cognitive load 

and performance of interpreters. Rennert (2008), for example, reviewed types of visual input that can possibly influence 

the SI task and carried out an experiment. The results suggested no appreciable positive or negative effect of visual 
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input, though some interpreters benefit from the additional or redundant information provided by the visual cues. In 

addition, the perception of interpreters in SI tasks was also studied to evaluate the influence of visual access. Moser-

Mercer (2005), for example, conducted a study to investigate the parameters that influence the feelings of presence 

among professional interpreters in remote interpreting settings. The results of her meta-analysis indicated that the view 

of the speaker was the only positive value of remote interpreting that was announced by the interpreters, while other 

factors such as the view of the conference room, alienation from the conference room, and motivation did not have a 

significant impact on their feelings of presence (p. 733). In a study by Baxter (2016), the effect of using visual aids in 

interpreting was examined. Contrary to the initial hypothesis, the ear-voice span significantly increased with the use of 

visual presentation. Gieshoff (2017) examined the impact of lip movements on the cognate translation, which refers to 

words that share the same etymological roots in two languages and whose orthographic and phonetic representations 

significantly overlap (p. 316), for example, "configuration" in English and "configuração" in Portuguese, as an indicator 

of cognitive load experienced by the interpreter. The study explored how the presence or absence of white noise in the 

source speech affected the interpretation, revealing an increase in cognate translations when no lip movements were 

present, particularly when white noise was introduced, implying a higher cognitive load without the presence of visible 

lip movements of the speaker. The same author (Gieshoff, 2021a) also tested the duration of silent pauses when the 

interpreters are (not) exposed to lip movements of the source speech speaker. The results indicate the interpreter 

benefits from the visual input, with significantly shorter pause duration compared with the control group, implying also 

the positive cognitive influence of lip movements. Previous studies on different language pairs such as German and 

English (Rennert, 2008) and Greek and English (Gieshoff, 2018), and to the best knowledge of the author, little research 

has been conducted concerning the Portuguese-Chinese language pair about the synergy between visual inputs and 

cognitive load, except the most recent one about the moment analysis by Han et al. (2023) in light of translanguaging 

theory and of the complex, dynamic system theory (CDST) approach, which focused on the process of interpreting, 

examining the workflow tasks of CI and SI. However, our present study is both process- and product-oriented, aiming 

to bridge the gap in academia, by further exploring the influence of visual input on the load-related disfluent 

performance during SI by delving into the silent pauses. 

II.  SILENT PAUSES AS INDICATOR OF COGNITIVE FLUENCY IN SI 

In interpreting studies, disfluencies reflect the difficulty of the source text, such as syntactic complexity (Shen et al., 

2023), dependency distance (Jiang, 2020), informational load (Kajzer-Wietrzny, 2023), or lexical density. In fact, 

disfluencies such as hesitations (including lengthening of vowels and filled pauses), silent pauses with extend of more 

than 0.3 second and interruptions of expressions (including repetitions, false starts and self-correction) have been 

considered as indicators of cognitive load during interpreting tasks in previous studies (Mead, 2000; Skehan, 2003; 

Song, 2020), as they occur when the interpreter processes complex or unfamiliar information and needs more time or 

attention to produce a coherent output (Jiang & Jiang, 2020; Plevoets & Defrancq, 2016). In addition, disfluencies 

(especially silent pauses) may indicate the cognitive strategies that interpreters use to cope with high load, such as 

simplification, segmentation, anticipation, or monitoring (Zhao, 2022). To study the different cognitive load imposed on 

the interpreter by different types of dependency distance (long or short max dependency distance) of source speech, 

Jiang and Jiang (2020) examined the four categories of disfluencies (cf. Shreve et al., 2011), namely, silent pauses, 

filled pauses, repetitions and self-corrections. The researchers observed a significant higher frequency of disfluencies 

under the condition of long max dependency distance. 

Among the various types of disfluent phenomenon, silent pauses are widely examined in previous studies regarding 

the cognitive load in simultaneous interpreting. Apart from Jiang and Jiang (2020) mentioned earlier, Gieshoff (2021b) 

also examined the duration of load-related silent pauses depending on the interpreter seeing or not seeing the lip 

movement of the source-text speaker. The researcher revealed that the duration of the silent pauses in interpreting was 

significantly shorter when the interpreter sees the lip movement of the source text speaker. Song and Li (2020) also 

examined various types of disfluencies including silent pauses in SI, indicating that the mean duration of silent pauses 

was shorter in the SI output of trainee interpreters with higher lexical retrieval efficiency. This finding implies that 

trainee interpreters with better cognitive capacity achieve better cognitive fluency during the SI tasks, which is 

observable through shorter silent pauses in their interpreting. Moreover, B. Wang and Li (2015) probed into the 

characteristics of and motivations for pauses, which offers the closest relevance to our study. Their study, which 

specifically examines the language pair of English and Chinese in simultaneous interpreting, offers valuable insights 

into the characteristics of pauses. The findings reveal that pauses in the target output speech occur less frequently 

compared to the source input speech but have longer duration. Furthermore, the pauses in the target output speech occur 

frequently at the moment of interpreting the source input speech with syntactic complexity, which indicates a 

correlation between language structure and pause during the process of interpretation. 

Though some studies consider only unusually long pauses that lead to audience’s discomfort are disfluencies in SI 

(Song, 2020), shorter disfluencies, ranging from 200ms to 300ms, are commonly employed to study the synergy 

between delivery of speech and cognitive fluency, and perceived as measure of cognitive fluency (Kahng, 2014; Xin, 

2020). In the range of studies we have examined regarding various focus including the spontaneous speech in first and 

second languages, consecutive and simultaneous interpreting, the majority have identified a threshold for silent pauses 
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that falls between 0.25s to 0.4s. A seminal study by Goldman-Eisler (1958) proposed a threshold of 0.25 seconds for 

silent pauses and identified that a majority (71.5%) of pauses in oral speech fell within this time range. This standard 

was subsequently adopted in research conducted by Grosjean and Deschamps (1972). Raupach (2011) defined pause at 

intervals of 0.3 seconds or longer, either within or between sentences. Delineating hesitation from pauses, Riggenbach 

(1991) put forth distinct thresholds: 0.2 seconds for micro-pauses, a 0.3 to 0.4 second range for hesitation, and an 

unfilled pause spanning between 0.5 to 3 seconds (Goldman-Eisler, 1958). Other studies, such as Towell et al. (1996) 

and Mead (2000), suggested a minimum cut-off point around 0.28 seconds and 0.25 seconds respectively, with Mead 

setting an upper cut-off at 3 seconds (X. Wang & Wang, 2022). 

Table 1 exhibits a variety of antecedent studies pertaining to different language-related domains and their respective 

thresholds for silent pauses. In consideration of the preceding researches on cognitive and utterance fluency, the present 

study adapts a threshold put forth by Yang et al. (2020). Their work, which explores the cognitive load in SI with text, 

aligns closely with the study object of our current investigation. Thus, in the context of simultaneous interpreting, we 

have established the minimum silent pause threshold for SI production to be demarcated at 0.3 seconds. 
 

TABLE 1 

THRESHOLD ADOPTED IN PREVIOUS STUDIES 

Font Area of study Types of discourse Silent pauses threshold 

(Kahng, 2014) Second language acquisition 

 

Oral production tests for English Foreign 

Language speakers 

0.25s 

(Xin, 2020) Interpreting studies Consecutive interpreting between 

Chinese and English 

0.3s 

 

(Hieke, Kowal, & O'Connell, 

1983) 

First language discourse Political discourse in English and French 

 

0.13s 

(Yang, 2019; Yang et al., 2020) Interpreting studies SI with texts 0.3s 

 

To sum up, previous empirical studies examined the cognitive load of SI tasks under manipulated conditions and 

manifested that different levels of cognitive load can be imposed on interpreters. The differentiated cognitive loads are 

reflected on the duration of silent pauses in SI output, and the pause duration, in its turn, was employed to examine 

cognitive loads. Moreover, the method by applying the pause duration as measurement permits a real work scenario of 

the interpreters, unlike the intervention of measuring devices such as eye-tracking tools or EEG headset. Therefore, we 

decided to adopt silent pause duration as indicator of the cognitive fluency of the trainee interpreters in the current study. 

III.  EXPERIMENT 

We enlisted 18 participants – trainee interpreters, all with one year of interpreting training experience, from the 

master’s program in Chinese and Portuguese Translation and Interpreting from a university of Macau. These trainee 

interpreters are native speakers of Chinese with C1 proficiency level in Portuguese as second language and all signed 

informed consent forms to participate in the study. 

The 18 participants were equally divided into two groups, control group and test group. The test group, composed of 

nine trainee interpreters, was tasked with performing simultaneous interpreting (SI) both from Chinese to Portuguese 

and from Portuguese to Chinese, with video input. In contrast, the control group, composed of the remaining nine 

trainee interpreters, carried out the same tasks but without access to video input. 

To facilitate potential preparatory work by our trainee interpreters, we announced the discourse topic three hours 

prior to the commencement of the experiment. Moreover, for precise timeline alignment of the semantic gestures in the 

source speech, the interpreting performance' pauses, and the interpretation of the gestured source speech by the 

interpreters, we marked the start time of the source speech in the audio recording of the interpreting. 

The source speech videos in Chinese and Portuguese were deliberately selected and edited to guarantee a similar 

frequency of the occurrence of gestures semantically related to the source speech. Both speeches are related with the 

socio-cultural aspects of reading habits: the Chinese speech has 36 semantic gestures and 48 beat gestures, while the 

Portuguese speech has 34 semantic gestures and 36 beat gestures in the edited video clip. The source speakers  ́hand 

gestures semantically related to the verbal language were marked on ELAN 6.3 (Wittenburg et al., 2006) for analysis, 

and the interpreting performance's silent pauses over 0.3s, detected and extracted first automatically and further revised 

by human researcher, were also imported into ELAN 6.3 (Wittenburg et al., 2006). Hence for each SI file, we have the 

silent pauses with start time and end time marked and the beginning and end of the gesture-accompanied source-speech 

segments. Apart from those, we also have the silent pauses of the critical segments for each trainee interpreters marked 

in the eaf. files of ELAN (Figure 1). 

THEORY AND PRACTICE IN LANGUAGE STUDIES 1759

© 2024 ACADEMY PUBLICATION



 
Figure 1. Screenshot for ELAN Layout 

 

As shown in Figure 2, two kinds of the silent pause duration were calculated for the present analysis: 
 

 
Figure 2. Types of Pauses for Analysis 

 

By choosing FP and OP we aim to collect comprehensive data, to facilitate the latter data analysis from a 

comparative perspective. 

For the data analysis, we used non-parametric analysis for the comparison of pause durations for different groups. 

Mann Whitney U test (McKnight & Najab, 2010) was used for the two sided test of mean difference comparison and for 

the monotonic analysis (see Table 2). We also adopted the Random Forest (RF) Regressor (Grömping, 2009), as a non-

parametric regression analysis model, which permits a simultaneously processing of both categorical features (such as 

the 'input condition', 'direction', and 'different gesturing condition of the source speech' considered in this study) and 

quantitative features (like the 'pause duration' in this study) (see Table 3). The random forest (RF) model facilitates the 

computation of feature importance, helping to understand which characteristics lead to a significant impact by 

predicting the dependent variable's value though the regression model. In the present study, instead of relying on the 

regression model to predict the values of 'pause duration', we seek to understand, through the process of model fitting, 

which factors (such as 'direction', 'different gesturing condition of the source speech') have a more substantial impact on 

'silent pause duration'. Beyond calculating feature importance, we also utilized partial dependence plots (PDP), a 

diagram about statistical data, to visualize the relationship between specific features and prediction outcomes. Partial 

dependence plots can demonstrate the influence of a particular variable on the dependent variable, assuming all other 

independent variables are held constant. 

As shown in Table 2, different types of FP or OP were compared and analyzed for the SI output audios of the control 

group, the experimental group, the Chinese to Portuguese direction, the Portuguese to Chinese direction. 
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TABLE 2 

TYPES OF PAUSES EXAMINED FOR DIFFERENT PURPOSE WITH DIFFERENT DATASET USING MANN WHITNEY U TEST 

Compared condition Examined silent pause types Examined groups 

Audio input vs. video input FP Two directions separately 

PT to CH vs. CH to PT FP overall 

FP-input vs overall condition FP-input vs. FP All input conditions and directions separately 

FP-output vs overall condition FP-output vs. FP All input conditions and directions separately 

Audio input vs. video input OP-input Two directions separately 

Audio input vs. video input OP-output Two directions separately 

 

TABLE 3 

TYPES OF PAUSES EXAMINED FOR DIFFERENT PURPOSE WITH DIFFERENT DATASET USING RANDOM FOREST REGRESSION ANALYSIS 

Purpose Group Pause types 

Impact of each feature All audios FP+OP 

Impact of directionality controlling input 

condition 

Only audio input FP+OP 

Only video input FP+OP 

Impact of input condition controlling SI 

directionality 

Only CH to PT FP+OP 

Only PT to CH FP+OP 

 

IV.  DATA ANALYSIS AND RESULTS 

We first carried out a pre-processing of data, by examining the data’s distribution. The findings showed that the 

pause duration is still not normally distributed even after the log-transformation, box-cox transformation, and square 

transformation, so we used a non-parametric test, that is Mann Whitney U test to compare the differences between mean 

pauses duration (MPD) for different groups of interpretation. Figure 3 demonstrates the distribution of the duration of 

all pauses over 300ms extracted from our interpreting performance audios, from which we can know directly that the 

data is not normally distributed. 
 

 
Figure 3. Distribution of Silent Pauses Duration 

 

A.  Comparison Between the Two Input Conditions of SI 

We then analyzed the difference of mean silent pause duration between the video and the audio input condition. It is 

found that the mean silent pause is slightly shorter for the interpreting of the video input group. However, as shown in 

Table 4, the difference between the two is not statistically significant, with p-value in both directions of interpretations 

above 0.05. 
 

TABLE 4 

DIFFERENCE ON PAUSE DURATION BETWEEN VIDEO AND AUDIO INPUT GROUP 

Direction FP duration for audio input group FP duration for video input group  p-value Test used 

CH-PT 0.95 0.92 0.906 Mann Whitney U 

PT-CH 1.39 1.34 0.385 Mann Whitney U 
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As shown in the boxplot, another diagram of statistical data, the mean duration of silent pauses does not significantly 

distinguish the interpreting performance of the video input group from that of the audio input group. 
 

 
Figure 4. Comparison of Silent Pauses Duration for Video and Audio Input Groups 

 

To discern the differentiated impact of the audio input and of visual input that might shed light on the cognitive 

processing involved, we further investigated one specific kind of visual input – the semantically related gestures. We 

examined the FP-input, that is, the silent pauses that concur at the speech gestured segments (pause 27 in Figure 1) and 

compared these to the overall duration level of pauses in the whole SI audio. The findings indicated that the mean 

duration of these pauses exceeded the overall average of pauses, not only across both directions of interpretation, but 

also under both video and audio input conditions. 

As shown in Table 5, the differences are statistically significant and the results revealed that when the interpreter 

hears (or sees) the speech segments accompanied by the semantic gestures of the source-speech speaker, a significant 

longer pause occurs in their oral production, indicating the over cognitive load of the participants while trying to 

perceive this part of source speech. The findings suggest that during the perceptual/cognitive stage of SI activity, the 

presence of semantic gestures made by the speaker alongside the source speech imposes additional cognitive load on 

trainee interpreters. Consequently, this increased cognitive load incurred from both auditory and visual stimuli leads to 

a deterioration in the quality of online SI output for both experimental and control groups. 
 

TABLE 5 

FP-OUTPUT DURATION VS. OVERALL MEAN PAUSE DURATION 

Direction 

Input 

Condition Duration for all FP Duration for FP-input p-value Test used 

CH-PT audio 0.95 1.19 1.24E-05 

Mann 

Whitney U 

CH-PT video 0.92 1.22 4.55E-10 

Mann 

Whitney U 

PT-CH audio 1.39 2.54 8.13E-10 

Mann 

Whitney U 

PT-CH video 1.34 2.07 6.20E-09 

Mann 

Whitney U 

 

After that, we analyzed the duration of FP-output, that is, the duration of full silent pauses that concur at the 

interpretation of the speech gestured segments. As shown in Table 6, the duration of these pauses produced by both 

control and experimental groups of trainee-interpreters in both directions are above the average level of pause duration 

registered during their whole interpreting performance, although the difference is not statistically significant, with p-

value exceeding 0.05. 

Therefore, we consider that during the production of gesture-accompanied source speech, the participants may have 

experienced certain difficulties leading to the prolongation of the silent pauses during production, but we cannot reject 

the possibility that it may have been caused by certain abnormal data within the dataset. Furthermore, the p-values for 

the audio group are 0.065 and 0.080, while the p-values for the video group are 0.718 and 0.479. The higher the p-value 

is, the truer the null hypothesis becomes, since it posits no significant difference between the two data sets. We 

therefore consider the prolonged pauses during interpreting is marginally significant for the control group but not for the 

experimental group. 
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TABLE 6 

COMPARISON OF MEAN OP-INPUT DURATION BETWEEN EXPERIMENTAL AND CONTROL GROUPS AT THE PERCEPTION STAGE 

Direction 

Input 

Condition Duration for all FP Duration for FP-output p-value Test used 

CH-PT audio 0.95 0.97 0.065 

Mann Whitney 

U 

CH-PT video 0.92 0.90 0.718 

Mann Whitney 

U 

PT-CH audio 1.39 1.55 0.080 

Mann Whitney 

U 

PT-CH video 1.34 1.49 0.479 

Mann Whitney 

U 

 

To further explore the impact of the visualization of semantic gestures, we selected further the OP for analysis and 

continue to focus on two types of them: OP-input and OP-output. Also, we conducted a comparative analysis of the 

mean data between the test group with video input and the control group with only audio input. Furthermore, we 

analyzed the FP’s duration of the two directions of SI. 

We first compared the OP-input of the two groups. As shown in Table 7, the experimental group shows an advantage 

in both directions with shorter OP duration than that the control group. The results also suggest that in the direction 

from Portuguese to Chinese the experimental group shows a larger advantage in terms of OP duration (0.03s) than in 

the direction from Chinese to Portuguese (0.07s). It is understandable since the semantic gesture input helped the 

comprehension of source speech in Portuguese, which is the second language for the participants. On the contrary, the 

visual inputs of semantic gestures in Chinese speech result in split of attention distributed to gestures, possibly 

competing with production resources of the interpreter. 
 

TABLE 7 

COMPARISON OF MEAN OP-INPUT DURATION BETWEEN EXPERIMENTAL AND CONTROL GROUPS AT THE PERCEPTION STAGE 

 

direction of 

interpreting 

mean pause duration 

with audio input 

mean pause duration 

with video input 
p-value test used 

OP-input CH-PT 0.646143969 0.673553498 0.08533405 Mann Whitney U 

OP-input PT-CH 0.855604762 0.794993072 0.14264704 Mann Whitney U 

 

Besides the mean pause difference shown in Table 7, though not statistically significant, the advantage shown by the 

experimental group at the time point of output of the respective content (see Table 8) provides further evidence that 

gestural visual input does result in shorter silence in the SI output. 
 

TABLE 8 

COMPARISON OF OP-OUTPUT DURATION BETWEEN AUDIO AND VIDEO INPUT GROUP AT THE PRODUCTION STAGE 

gesture condition 
direction of 

interpreting 

OP-output for 

audio input 

group 

OP-output for 

video input 

group 

p-value test used 

OP-output CH-PT 0.73 0.50 2.2779E-10 Mann Whitney U 

OP-output PT-CH 0.99 0.42 3.3723E-16 Mann Whitney U 

 

As shown in Table 8, we examined the duration of the parts of silent pauses within the SI output of the content of 

gesture-accompanied source speech segments, and a significant longer silent pause duration was found in the audio 

group (0.17s longer for Chinese to Portuguese direction and 0.57s longer for Portuguese to Chinese direction). These 

results indicate that with the visual access to the semantic gestures of the source speech speaker, the cognitive load of 

the experimental group was lower than that of the control group, which is demonstrated by a significant shorter pause 

duration while interpreting the content of these source speech segments. In addition, we elaborated a boxplot (see 

Figure 5) to demonstrate the differences between the audio and video group. As shown in the plot, the video group has a 

significant shorter pause duration in comparison with the audio group. 
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Figure 5. Boxplot for OP-Output Duration: Comparison Between the Video and Audio Input Groups 

 

B.  Comparison Between the Two Directions of SI 

Apart from the gestures, we also executed an additional examination to the difference of full pauses in two distinct 

interpreting directions, that is, the Chinese to Portuguese direction and the Portuguese to Chinese direction. The results 

in Figure 6 and Table 10 showed that the overall pause duration for the retour direction, that is, from the L1 of 

interpreters (Chinese) to the L2 or interpreters (Portuguese) of the participants, is significantly shorter. 
 

 
Figure 6. Boxplot for FP Duration: Comparison Between Chinese to Portuguese and Portuguese to Chinese Groups 

 

TABLE 9 

DIFFERENCE ON PAUSE DURATION BETWEEN VIDEO AND AUDIO INPUT GROUP 

 FP duration for PT-CH U statistic p-value 

0.93s 1.36s 2119887.00 0.0000 

 

However, despite the overall shorter pause for the Chinese to Portuguese direction, the OP-output of the video input 

group, as previously demonstrated in Table 8, is shorter in the PT to CH direction than vice-verse. The results imply 

that although participants achieve better fluency in CH to PT direction overall, when it comes to the SI performance 

regarding the gestured segments, the experimental group achieves better fluency in PT to CH direction. A possible 

reason is that the cognitive resource demanded by content retention and lexical retrieval was mitigated due to the 

previous gesture visual input. 

V.  FURTHER DISCUSSION 

We are requesting that you follow these guidelines as closely as possible. In this section, we present a further 

discussion apart from the data analysis, with post hoc analysis to explore how the silent pause duration is influenced by 

different input conditions and different direction of interpreting. 

We conducted an integral analysis of RF regression (see Figure 7) to examine how the dependent variables - the 

duration of silent pauses (FP) - varies in response to changes in several factors (independent variables, or feature, as 

designated in RF regression model). These factors or features refer to the type of input condition (either video or audio) 

(coded as ínput_condition_A  ́and ínput_condition_V )́, the direction of interpretation (coded as d́irection_CH-PT  ́
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and d́irection_PT-CH )́, and the gesture-related condition (with FP represented by T́able_Table1 ,́ FP-input 

represented by T́able_Table2_obs  ́ and FP-output represented by T́able_Table2_int  ́ in the figures below). All the 

features mentioned above are analyzed by the RF regression model and their importance is shown in Figure 7. 
 

 
Figure 7. Feature Importance Analysis for Mean Pause Duration 

 

The analysis of feature importance in Figure 7 shows that among all the features examined, the direction and the 

occurrence of gestures made by the source speech speaker (coded as T́able features )́ have the most evident influence 

on the pause duration, while the input condition is of low importance when it comes to the prediction of the duration of 

pauses overall. 

The partial dependence plots of Figures 8 (a), (b) and (c) show the extent to which different features influenced the 

prediction of the duration of FP. The x-axis in the PDP (partial dependent plots), ranging from zero to one, represents 

the non-occurrence or occurrence of a feature, such as D́irection_PT-CH  ́ in Figure 8 (a), with non-occurrence 

represented by 0 and occurrence by 1. The y-axis depicts changes in pause duration. 

As shown in the PDP plots, the directions (coded as D́irection_PT-CH  ́and D́irection_CH-PT )́ and the input of 

gesture-accompanied source-speech segments (coded as T́able_Table2_obs )́ have caused a variance of around 0.5s on 

the mean duration of silent pauses. 
 

 
Figure 8 (a). PDP of PT to CH Feature 

for Integral Analysis of FP Duration 

for All Features. 

 
Figure 8 (b). PDP of CH to PT Feature 

for Integral Analysis of FP Duration 

for All Features. 

 
Figure 8 (c). PDP of Gesture Input 

Feature for Integral Analysis of FP 

Duration for All Features. 

 

Figures 9 (a) and 9 (b) demonstrate the impact of the input condition on the duration of silent pauses in interpretation. 

It can be observed that as the audio input approaches 1, the duration of silent pauses tends to increase. Conversely, as 

the video input approaches 1, the duration of pauses tends to decrease. This suggests that when participants have visual 

input, the duration of pauses tends to become shorter. However, as we have mentioned in the analysis of feature 

importance in Figure 7, the input condition feature is of low importance for the RF regression model and the overall 

pause duration differences between the video group of interpreters and the audio group are not statistically significant 

(Table 2), we therefore consider relatively less relevant this variance caused by the video access to the source-speech 

speaker. Our results coincide with the earlier studies on the impact of visual input on the cognitive process of SI 

between English and German, as referred by Rennert, “for the most part, visual input appeared to have no appreciable 

positive or negative effect” (Rennert, 2008, p. 218). Early study about the impact of visual access on the performance of 

intelligibility and informativeness of professional interpreters conducted by Anderson (1994) also reported no statistical 

differences with the availability of visual input. At such, we consider that the visual access to the speaker may represent 

information highly automated for the interpreter, as it is identical to the visual information for daily audiovisual speech 

comprehension and demands no extra cognitive effort from the trainee interpreters (Wickens, 2002, p. 165). Indeed, it is 

our contention that a comprehensive investigation is required to determine whether visible speech relies on focal, 

ambient, or a combination of both visual resources. This examination can be conducted by employing physiological 

measures, such as eye tracking devices. 
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Figure 9 (a). PDP of Audio Input Condition Feature for 

Integral Analysis of FP Duration for All Features. 

 
Figure 9 (b). PDP of Video Input Condition Feature for 

Integral Analysis of FP Duration for All Features. 

 

Figure 10 (a) and (b) demonstrates the variation of OP (both OP-input and OP-output) duration caused by different 

input conditions. For the audio input group, the duration of OP increases, while for the video group, the OP duration 

decreases for about 0.125 seconds. In other words, when considering solely the SI output of the gestured segments in 

the source speech and the SI output during the input of these speech segments, the experimental group is expected to 

exhibit an average reduction of 0.125 seconds in silent intervals. 
 

 
Figure 10 (a). PDP of Audio Input Feature for Integral RF 

Analysis of OP Duration for All Features. 

 
Figure 10 (b). PDP of Video Input Feature for Integral RF 

Analysis of OP Duration for All Features. 

 

As for the gesture feature, we found that for the analysis of all the SI output audios, the overall OP duration is shorter 

during the interpretation of the speech gestured segments (code T́able_Table2_int  ́in Figure 11 (a)). When we further 

conduct an RF analysis separately for the experimental and the control group, we found that the OP-output duration is 

only shorter for the experimental group (Figure 11 (c)), and for the control group (Figure 11 (b)), the situation is the 

contrary. That is to say, the control group’s silence pause is actually longer when the interpreters translate the gestured 

segments of the source speech. 
 

 
Figure 11 (a). PDP of OP-Output Feature in 

Integral RF Analysis of OP Duration for All 

Features. 

 
Figure 11 (b). PDP of OP-Output Feature in 

RF Analysis of OP Duration for the Audio 

Input Group. 

 
Figure 11 (c). PDP of OP-Output Feature in 

RF Analysis of OP Duration for the Video 

Input Group. 

 

Regarding the direction of interpreting, we found a longer pauses on the direction from PT to CH (Figure 12 (a)), that 

is, longer pauses from second language (L2) to first language (L1) of the participants. This finding contradicts to some 

of the previous studies, which argues the longer pauses in the direction from first (L1) to second language (L2) of 

interpreter (Gumul, 2021; Lin et al., 2018). This unexpected finding might be related with the selection of source 

speeches. As for the two authentical Portuguese and Chinese speeches that we selected for experiment, the Chinese 

speech has relatively higher semantically related gestures (34 for Portuguese speech versus 36 for Chinese speech) and 

more beat gestures (36 for Portuguese speech versus 48 for Chinese speech). At such, we expect a future examination 

into the influence of directionality on the cognitive load of SI task and its interaction with the impact of various types of 

visual inputs available for the interpreter with video access to the source-speech speaker. 

As previously mentioned in Table 3, a separate RF analysis was conducted to investigate the impact of the 

directionality on the duration of different types of pauses including OP-output, using data extracted separately from CH 

to PT and PT to CH interpretation audios. Figure 20 illustrates the modulation of OP-output duration by the video input 
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feature in PT to CH direction while Figure 12 demonstrates its influence on OP-output duration in the CH to PT 

direction. 
 

 
Figure 12 (a). PDP of CH-PT Feature for Integral RF 

Analysis of OP Duration for All Features. 

 
Figure 12 (b). PDP of PT-CH Feature for Integral RF 

Analysis of OP Duration for All Features. 

 

We also found the facilitative effect of multimodal input to be more conspicuous in the direction from Language 2 to 

1 (approximately 0.25 second) than From 1 to 2 (approximately 0.4 second) as shown in Figures 13 (a) and (b). The 

finding corroborates the beneficial effect of semantic gestures on the comprehension of SI second language information 

revealed in previous study conducted by Arbona et al. (2023). We consider that while rendering from Portuguese, the 

redundant verbal information provided by semantic gestures turns out to be more crucial for the comprehension and 

retention of Portuguese source speech than for the mother tongue of the interpreters. 
 

 
Figure 13 (a). PDP of Video Input Feature in RF Analysis of 

OP Duration for PT to CH Direction. 

 
Figure 13 (b). PDP of Video Input Feature in RF Analysis of 

OP Duration for CH to PT Direction. 

 

VI.  CONCLUSION 

In the present study, we examined the cognitive influence of visual access to the source speech speaker on trainee 

interpreters between Chinese and Portuguese, by delving into the silent pause durations in SI output. For the purpose, 

we examined the duration of full silent pauses (FP), the overlapped pauses (OP) concurring at the speech gestured 

segments/input (OP-input) and concurring at the interpretation of the speech gestured segments/output (OP-output), 

through an experiment of trainee interpreters. 

Through the experiment, we found that both experimental group (with video) and control group (with only audio) 

experienced longer silent pause around the moment of the gestured segments of the source speech, which indicates the 

source speech segments accompanied by semantic gestures may represent one of the most cognitively demanding part 

of the entire speech. Therefore, at the perception and cognition stage (Seeber, 2017) of these segments, i.e., when 

hearing or seeing the gestures source speech segments, both the experimental and control groups of trainee interpreters 

shows a longer silent pause (FP-input) than their average level. 

Although the results showed no significant differences between the full pause duration of video and audio input 

groups, participants with visual access to the source speech speaker have significantly lower OP-output duration in 

comparison with the audio input group in the interpretation of the critical gestured segments of the source speech. 

Moreover, the gap is larger in the direction from L2 to L1. Therefore, we draw a preliminary conclusion that the 

visualization of semantic gestures may have contributed to better comprehension and retention of information of these 

critical segments, which has positive effect by resulting in shorter pauses in the interpretation performance. We believe, 

for the experimental group, the speech segments accompanied by semantic gestures are coded not only verbally but also 

spatially due to the presence of the gestures produced by the source speech speaker, can result in better memory 

performance (Bonnici et al., 2016, p. 5466) and therefore alleviated cognitive load during the SI output of the respective 

segments. 
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Also, there are some limitations for present study. When comparing the differences of pause duration for the speech 

gestured segments between the experimental and control groups, we could not exclude the possible influence of other 

visual cues received by the participants with visual access, such as facial expressions, lip movements, etc. Nevertheless, 

we believe that the no significant difference on the overall pause durations between the two groups partially eliminates 

the possibility of the results being disturbed by those visual cues. 

Finally, we consider the present study as a good tentative for exploration of the impact of semantic gesture inputs on 

the cognitive fluency of the interpreters, which also calls for future studies about other factors with potential influence 

on the results, such as the lip movements or the facial expressions of the source speech speaker, to further examine 

human cognition and its synergetic factors or constraints in interpreting tasks. 
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