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Abstract—Traditional views have long held that machine translation cannot achieve the quality and accuracy 

of human translators, especially in complex language pairs like Persian and English. This study challenges this 

perspective by demonstrating that ChatGPT-4, with access to vast amounts of multilingual data and 

leveraging advanced large language model algorithms, significantly outperforms widely utilized open-source 

machine translation tools and approaches the realm of human translation quality. This research aims to 

critically assess the translation accuracy of ChatGPT-4 against a traditional open-source machine translation 

tool from Persian to English, highlighting the advancements in artificial intelligence-driven translation 

technologies. Using Bilingual Evaluation Understudy scores for a comprehensive evaluation, this study 

compares the translation outputs from ChatGPT-4 with MateCat, providing a quantitative basis for 

comparing their accuracy and quality. ChatGPT-4 achieves a BLUE score of 0.88 and an accuracy of 0.68, 

demonstrating superior performance compared to MateCat, with a 0.82 BLUE score and 0.49 accuracy. The 

results indicate that the translations generated by ChatGPT-4 surpass those produced by MateCat and nearly 

mirror the quality of human translations. The evaluation demonstrates the effectiveness of OpenAI's large 

language model algorithms in improving translation accuracy. 

 

Index Terms—BLEU score evaluation, ChatGPT-4 translation, large language models, machine translation 

accuracy, translation quality assessment 

 

I.  INTRODUCTION 
Global communication and understanding are crucial in this information era because of linguistic barriers. An 

automated translation technology named Machine Translation (MT) paved the way for bridging the gap between 

different languages worldwide. Rawling and Wilson (2021) stated that MT facilitates information exchange by 

translating text from one language to another. With the need for effective cross-cultural communication, developing MT 

systems that can translate accurately has become a key focus of research, especially in language and translation (Wu et 

al., 2016). One of the most significant developments widely utilized today is ChatGPT, an advanced Large Language 

Model (LLM) series developed by OpenAI. This technology demonstrated an excellent performance in comprehending 

human context and generating text mimicking human language (Liu et al., 2023). This Artificial Intelligence (AI) model 

leverages a large amount of training data and advanced algorithms to capture underlying patterns, semantics, and 

languages. The ability of ChatGPT models, specifically ChatGPT-4, to understand and generate human-like responses 

in any language has transformed the domain of Natural Language Processing (NLP), which provides an avenue for 

developing MT systems that will outperform the MT traditional methods (Adedokun et al., 2023). The transition from 

Rule-Based Machine Translation (RBMT) methods to data-driven MT marked remarkable progress in language and 

translation (Stahlberg, 2020). Although the advancement in MT is promising because of the accessibility of different 

translation automation, it is essential to evaluate its performance to ensure quality standards for the translation it 

generates. Han (2022) emphasized that MT evaluation of statistical and neural machine translation is vital to assess the 

credibility and constraints of different available MT systems. 

This study aims to evaluate the translation quality of ChatGPT translation from Persian to English by utilizing 

automated metrics such as Bilingual Evaluation Understudy (BLEU) and accuracy. BLEU is a preeminent statistical 

metric that quantifies the similarity between machine translations and their human-generated counterparts (Reiter, 2018). 

A web-based translation tool, MateCat, will be used as the comparative baseline to give insight into which MT tool 

performs better in translating complex language pairs like Persian and English. The study hypothesizes that the 

translation quality of ChatGPT-4 outperforms MateCat and is close to the reference translation because ChatGPT-4 

utilizes advanced large language modeling. This study will utilize a Persian history book as the source text and its 

human-generated translation as the reference text. The translations from ChatGPT and MateCat will be evaluated to 

measure the BLEU score and accuracy of the translations from Persian to English. All the text undergoes data 

preprocessing to ensure uniformity and consistency among the corpus and will generate a reliable MT evaluation result. 

This study contributes to the advancements of MT by providing comprehensive insights about the results, supporting 

automatic metrics with human evaluation, and delivering knowledge of the strengths and weaknesses of ChatGPT-4, the 

Persian-to-English translation setting. 
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II.  LITERATURE REVIEW 

The advent of computers and AI heralded an advancement in translation with the development of MT systems 

(Poibeau, 2017). MT has the most significant potential to overcome language barriers and facilitate cross-lingual 

communication (Rivera-Trigueros, 2022) despite generating more nuanced findings on variations (Sakamoto, 2020). 

With this, research and advances in MTs have been expanding rapidly for several decades (Wang et al., 2022). 

Evolution of Machine Translation 

The first concept of MT appears in Warren Weaver's (1955) Memorandum on Translation, and from then on, the 

development of MT technologies arose, which resulted in the initial non-numerical usage of computers (Kenny, 2022). 

Wang (2024) remarked that the early approaches of MT were rule-based systems that relied on dictionaries, grammar, 

and transfer rules to generate translations. The study of Bhadwal et al. (2020) utilized Rule-Based Machine Translation 

(RBMT) to translate prominent language features of Hindi and Sanskrit, effectively addressing the challenge of 

polysemy in verb translation. While RBMT could produce high-quality translation, these systems needed improvement 

in handling ambiguity and idiosyncrasies of new language pairs or domains (Harsha et al., 2022; De Martino et al., 

2023). The advent of statistical methods, notably with IBM's Candide system and Google Translate, marked a 

significant advancement of MT from RBMT (Jumanto et al., 2022). Statistical Machine Translation (SMT) models 

utilized large corpora of bilingual texts to infer translation probabilities, improving the quality of translations (Kahlon & 

Singh, 2023). Abidin and Ahmad (2021) built an SMT of Indonesian to the Lampung Nyo dialect, achieving 45.26% 

accuracy for 3,000 sentences, which states that SMT will improve the results over time when trained with large datasets. 

However, Mishra (2024) states that SMT has constraints on long-range dependencies and complex linguistics due to the 

scarcity of large parallel corpora. With this, Neural Machine Translation (NMT) marked a groundbreaking paradigm 

shift in MT as it leverages a large amount of data trained in deep learning (DL) to generate translation in different 

languages (Amin & Mandapuram, 2021). Zaghlool and Khasawneh (2023) emphasized the significance of MT as an 

accessible and efficient tool in translation. Moreover, the emergence of AI, like ChatGPT, paved the way for proficient 

MT tools enabling translations between various languages (Sanz-Valdivieso & López-Arroyo, 2023). 

Neural Machine Translation 

NMT leverages neural networks of a DL algorithm to model text sequences and address low-resource language pair 

issues in MT (Ranathunga et al., 2023). The process consists of two subnetworks, an encoder, and a decoder, 

communicating together, which is the foundation of the NMT models (Mohamed et al., 2021). Forcada and Ñeco (1997) 

developed a simple translation task that uses two feed-forward neural networks where the machine acquires an internal 

representation of the input, and the machine will decode it to generate a translated text. 

For instance, Cho et al. (2014) employed two recurrent neural networks (RNNs) to encode a source sentence of 

varying length into a fixed-length vector and then decode the vector back into a target sentence of varying length. 

Bahdanau et al. (2016) proposed a stacked RNN with an attention model to convert the source sentence into a 

continuous vector representation to address the fixed vector problem. However, Sutskever et al. (2014) asserted that 

NMT that utilizes RNN with Long Short-Term Memory (LSTM) units delivers a performance almost as good as the 

conventional phrase-based MT system when translating from English to French. LSTM-based neural network 

architecture was improved significantly for NMT over traditional RNN-based architecture (Olah, 2015). The 

Transformer architecture, as proposed by Vaswani et al. (2017), revolutionized NMT by replacing RNNs with self-

attention mechanisms, facilitating parallelization during training, enabling faster convergence, and improved 

performance. Recent developments in NMT architectures have proved superior performances in different languages, 

with immense potential for further advancements. 

Machine Translation Evaluation 

Evaluating MT presents significant challenges due to the large and unknown corpus, which hampers the precision of 

automated metrics. Consequently, extensive human evaluation is required to provide a dependable benchmark for 

assessing the quality and advancement of MT (Freitag et al., 2021). Even human translations are possibly biased and 

subjective, considering the possibility of several translations for an original text that could be deemed accurate (Rivera-

Trigueros, 2022). Significant grey areas still require attention, particularly ambiguity and the semantic complexities 

inherent in poetic expressions crucial for cross-cultural and multilingual literary translation (Ghassemiazghandi, 2023; 

Fakih et al., 2024). Automated metrics evaluate the results of an MT system in reference to one or more human-

generated translations (Han, 2016). Initially, Levenshtein (1966) developed a Word Error Rate (WER) where the 

translation quality is based on edit distance, counting equal weight for substitutions, deletions, and insertions without 

considering word reordering. This method reflects the inaccuracy of translations where word order differs significantly 

between the output and reference translations. Position-Independent Word Error Rate (PER) and Translation Error Rate 

(TER) address this issue, focusing on word comparisons without considering order and penalizing word reordering, 

respectively (Tillmann et al., 1997; Snover et al., 2006). With further advancements in MT evaluation, Papineni et al. 

(2002) developed Bilingual Evaluation Understudy (BLEU) metrics to quantify the translation quality of MT by 

aggregating the total number of words and phrases (n-grams) that are shared across machine and reference translations. 

The metric imposes a penalty for excessively brief translations. Although BLEU correlates with human translations 

(Kocmi et al., 2021), the ratio of matched n-grams to the total number of n-grams in the reference translation is not 

taken into account (Maruf et al., 2021). However, BLEU does not capture fluency, semantic similarity, or word order 
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variations and can penalize correct translations with different phrasing (Segonne & Mickus, 2023; Haque et al., 2022). 

Despite its limitation, Rivera-Trigueros's (2022) systematic review reveals that BLEU is the most used automatic metric, 

which is also evident in Marie et al. (2021) meta-evaluation of 769 papers. While BLEU serves as a benchmark, 

researchers actively explore alternative metrics and integrate human evaluation for a more comprehensive assessment 

(Evtikhiev et al., 2023; Freitag et al., 2022). Even if several studies (Chatzikoumi, 2019; Way, 2018) claimed that 

integrating human evaluation and automated MT metrics will obtain the most dependable outcome, only 22% of works 

analyzed in the study of Marie et al. (2021) employed this combined method, which indicates a lack of study and 

development in the domain of MT that focuses on translation and language. By addressing these areas, researchers can 

better understand MT quality, paving the way for advanced and human-like MT systems. 

ChatGPT Machine Translation 

Recent advancements in AI, particularly the advanced LLM techniques, have brought remarkable improvements in 

building more effective translation systems (Chowdhery et al., 2022). Generative Pre-trained Transformer (GPT), a 

renowned advanced language model created by OpenAI, has acquired considerable scrutiny for its capacity to 

comprehend and produce coherent and logical text (Hendy et al., 2023; Sahari et al., 2024). However, the translation 

generated needs thorough assessment because of the need for more understanding of domain terminologies and the 

cultural context of the model (Khoshafah, 2023). Jiao et al. (2023) revealed that GPT-3 outperforms Google Translate, 

an MT tool, in multilingual translation prompts and robustness for European languages. Another study by Banat and 

Abu Adla (2023) demonstrates that, although GPT-3 translates Arabic text to English with high accuracy, it requires 

post-editing to adequately capture cultural context. The findings of each study support Hendy et al. (2023) findings that 

GPT models have constraints when the language has scarce resources. With this, Chowdhery et al. (2022) emphasize 

the importance of thoroughly evaluating the translation produced by MT rather than solely relying on automated metrics. 

III.  METHODOLOGY 

This section will discuss the methods for evaluating the translation quality of two MT systems in Persian-to-English 

with reference to human-generated English translation. Figure 1 illustrates the process of this study, which is divided 

into several key sections: 'Data Source,' discussing the data used; 'Data Preparation,' explaining the two MT systems 

employed; 'Data Preprocessing,' describing how the data was cleaned; and 'Evaluation Metrics,' specifying the methods 

used to evaluate the MT translations, along with 'Experimental Setup'. 
 

 
Figure 1. Design of the Study 

 

A.  Data Source 
The book Amiran e Darbar, authored by Akbar Tehrani Shafagh in 2006, is selected as the dataset for the source text 

of this study. "Princes of the Court: Memoirs of the Seil Sepor Family," translated into English in 2023 by the same 

author, is used as a translation reference or human transcription. "Amiran e Darbar" is a memoir that chronicles the 

history of the Seil Sepor family in a narrative form that intersects with the pivotal and historical events of Iran while the 

events of this family are going on. What makes this book particularly intriguing is the author's background as a legal 

expert, which infuses the narrative and descriptions of social and cultural events with a complex blend of literary and 

legal vocabulary. These attributes enhance the book's appeal and add a layer of complexity to its text, making the 

translation process both challenging and rewarding. The choice of this book was further motivated by its rich cultural 

narratives and historical terms, demanding linguistic proficiency and verbal finesse for an appropriate translation. Even 

for seasoned translators, navigating the novel vocabulary, specific terminologies, and the need to preserve the cultural 

and social nuances of the text presents a considerable challenge. Thus, despite advancements in AI and MT algorithms, 

translating such a text remains daunting, laden with difficulties in capturing its intricate and rich cultural essence. 

B.  Data Preparation 

The English translation of the Persian history book has been executed by utilizing two MT systems: ChatGPT-4 and 

MateCat. ChatGPT-4 is a promising translation tool that leverages advanced large language model algorithms to 

translate text between multiple languages (Castillo-González et al., 2022). MateCat is also a commonly used MT tool 
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that utilizes Google Translate as its MT engine. Its popularity stems from its availability and the comprehensive reports 

it provides (Quintana & Castilho, 2022). 

C.  Data Preprocessing 

Kang et al. (2021) asserted that normalizing text inputs is crucial in MT as it eliminates nuances and ensures 

consistent structure among data. With this, data cleaning is applied to the data sources to ensure uniformity and is ready 

for evaluation. The process involves removing page numbers, headers, footers, and endnotes in the reference English 

translation. Removing whitespaces and handling special characters and line endings in each data is applied to ensure 

compatibility among each translation. Lastly, the data will undergo tokenization to identify the sentence and word count 

essential for data exploration and translation quality assessment. 

D.  Evaluation Metric 

The Bilingual Evaluation Understudy (BLEU) metric is utilized to evaluate the similarity between the English 

human-generated text, also known as reference text, and MT based on matching words and phrases, known as n-grams 

(Papineni et al., 2002). Equation 1 shows how the BLEU functions work behind the system where r is the output length 

divided by c, the reference length, which implements the brevity penalty for short translations. The result will be 

multiplied by the geometric average precision where n-grams are size 4. 

                
 

 
               

 
    

 

      (1) 

The corpus_bleu function in the Natural Language Toolkit (NLTK) library allows automation in quantifying 

translation quality. The BLEU score represents a value between 0 and 1, where 1 highlights the exact correspondence 

between the reference text and MT. To further extend the translation quality evaluation, the accuracy (eq 2) of the 

proportion of tokens between reference translation and MT is measured to identify lexical overlap. 

          
                                                     

                                   
      (2) 

Figure 2 shows the entire process of how the data sources are utilized to perform automatic metric MT evaluation in 

this study. 
 

 
Figure 2. BLEU Evaluation Process 

 

E.  Experimental Setup 

This study utilizes Pycharm to perform automatic metrics used to quantify translation quality. The program provides 

a flexible environment for implementing processes like calling data, data preprocessing, and necessary functions to 

calculate BLEU scores and accuracy. 

IV.  RESULTS 

The results section of this study presents a detailed analysis of the performance of ChatGPT-4 from Persian-to-

English translation. The findings are organized into three main sections to provide a comprehensive analysis of our 

findings. 

A.  Data Exploration 
After tokenizing the data sources and translations produced by the MT systems, Table 1 shows that the word and 

sentence counts are close in number and do not differ by over 1k words and over 200 sentences, suggesting comparable 

lengths over corpora. 
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TABLE 1 

DATA SUMMARY 

Corpus Total No. of Words Total No. of Sentences 

Source Text 9230 181 

Reference Translation 9909 370 

ChatGPT-4 9280 262 

 

The source text, which contains the Persian language, is the basis of the machine translations of ChatGPT-4 and 

MateCat. The results show that ChatGPT-4 has a closer word count than the source text compared to MateCat, 

indicating preserving the original content. However, it has a higher sentence count than MateCat, which is still higher 

than the source text, indicating more fragmented sentences than the source text. 

B.  BLEU Scores 
ChatGPT-4 achieved a noteworthy result, demonstrating its effectiveness in translating Persian text to English in 

reference to human-generated English translation. Table 2 illustrates that the ChatGPT-4 English translation 

outperforms the open-source MT tool MateCat. Notably, the BLEU score, a measure of translation quality, is 

significantly higher for ChatGPT-4(0.88) compared to MateCat (0.82). 
 

TABLE 2 

BLUE SCORE 

Machine Translation Tool BLEU Score 

ChatGPT-4 0.88 

MateCat 0.82 

 

The BLEU score of ChatGPT-4 is remarkably high, suggesting that the translations produced by this MT closely 

align with the human-generated English translation. 

C.  Accuracy 
In addition to BLEU evaluation, the focus extends to identifying accuracy to highlight the proper alignment between 

machine-translated text and reference translations over the corpus. Table 3 shows that ChatGPT-4 has higher accuracy 

(0.68) than MateCat (0.49). 
 

TABLE 3 

ACCURACY 

Machine Translation Tool Accuracy 

ChatGPT-4 0.68 

MateCat 0.49 

 

Although ChatGPT-4 achieved a higher BLEU score and accuracy score than MateCat, our study also highlights the 

impact of specific challenges, such as dates, names, idioms, cultural items, and numerical expressions. 

V.  DISCUSSION 

This research demonstrates significant advancements in MT, especially from Persian to English. ChatGPT-4 has a 

higher BLEU score and accuracy score than MateCat, indicating that ChatGPT-4 produces translation closer to the 

reference text than MateCat. Jiao et al. (2023) asserted that ChatGPT-4 is versatile for various text translation tasks. It 

addresses the weakness of Google Translate, the MT engine used by MateCat (Quintana & Castilho, 2022), in 

translating low-frequency words. Their study also supports that ChatGPT-4 is better as it predicts abbreviations better. 

These findings align with our objective of demonstrating the effectiveness of ChatGPT-4 over MateCat in terms of 

translation quality. The result shows the relevance of utilizing MT as a practical tool for translation tasks. However, 

ChatGPT-4 indicates potential for more diverse translations with different lexical choices due to its varied corpora. 

The section below explores common issues encountered in Persian-English translations. The tables utilize 

abbreviations to distinguish between the types of translations: "ST" for Source Text, representing the original material; 

"HT" for Human Translation, denoting the reference corpus; and "MT" for Machine Translation, encompassing 

translations by ChatGPT-4 and MateCat. 
 

TABLE 4 

SEMANTIC ACCURACY 

   ST آموزگاری که از وقت طلوع والشمس والضحی تا هنگام واللیل اذا سجی آرام و قرار نداشت 

   HT                                                                               -              ' to the time 

of     -              ' 

Footnote 1: it refers to ayat or verse of Ash-Shams surah which is the 91st surah of the Qur'an, "By the 

G        M            ". [T         ’  N   ] 

Footnote 2: it refers to ayat or verse of Ash-Shams surah which is the 91st surah of the Qur'an, "And by the 

N                     ". [T         ’  N   ] 

   MT ChatGPT-4 A teacher who, from the time of sunrise and the bright morning until the moment of night when it settles, 

had no peace or rest. 

MateCat A teacher who was not calm and quiet from the time of sunrise, sunset, and sunset until the night of Aza Saji 
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ChatGPT-4 captures the essence of the ST by conveying the idea of a teacher's restlessness from sunrise to nightfall. 

It does not, however, explicitly mention the Quranic references, similar to the human translation, but the context is 

respected. MateCat introduces inaccuracies, such as mentioning "sunset" twice and misinterpreting "والضحی" (Wal 

    ). T   p      "          z      "              p                                           "واللیل اذا سجی" (Wal-Lail 

         ). M    v          p              the Quranic reference, leading to a loss of cultural and contextual depth. 

After comparing the output of ChatGPT-4 and MateCat, it was observed that ChatGPT-4 provides a better translation in 

terms of accurately capturing the essence and tone of the original Persian text, as well as maintaining coherence and 

fluency without introducing inaccuracies or redundant phrases. However, both ChatGPT-4 and MateCat failed to 

understand the cultural and Quranic references that the human translator thoughtfully translated in the book and added 

footnotes for further explaining these Quranic terms to the readers and helping them to fully understand the ST while 

enjoying the Arabic rhythm of the 'Wash-                        -                        T. C  p             p      

these two MT systems, it is observed that ChatGPT-4 provides a better translation compared to  MateCat in terms of 

accurately capturing the essence and tone of the ST and maintaining coherence and fluency without introducing 

inaccuracies or redundant phrases. However, ChatGPT4 and MateCat could not transfer the cultural and Quranic 

references that the HT thoughtfully rendered, which is essential for a thoroughly informed and culturally sensitive 

understanding of the ST. 
 

TABLE 5 

CULTURAL SENSITIVITY 

   ST ایرانیان با مراسم شب چهارشنبه سوری به ، پیشواز نوروز می روند 

   HT Iranians welcome Nowruz with the Chaharshanbe Suri ceremony 

   MT ChatGPT-4 Iranians welcome Nowruz with the Chaharshanbe Suri ceremony. 

MateCat Iranians celebrate Nowruz with a ceremony on Wednesday evening. 

 

ChatGPT-4 accurately translated چهارشنبه سوری to "Chaharshanbe Suri," shows cultural sensitivity, recognizing that 

AI could understand this Iranian tradition and its distinct identity. However, MateCat failed to mention "Chaharshanbe 

Suri," suggesting a lack of cultural sensitivity to this MT. ChatGPT -4's success in identifying this Iranian tradition and 

culture is due to its cultural contextualization and deep contextual knowledge provided by training data of this AI 

through literature, history, and cultural studies. Therefore, unlike MateCat, ChatGPT-4 could still identify certain 

traditions and practices in Iranian culture. This approach weakens the unique cultural significance of the event. Between 

ChatGPT-4 and MateCat, ChatGPT-4 provides a better MT output for this text. It matches the human translation 

precisely, accurately reflecting the cultural event's name and significance about Nowruz. These findings not only ensure 

clarity but also preserve the cultural integrity of the original Persian text. MateCat, while offering a technically correct 

translation, falls short in conveying the specific cultural context and significance of "Chaharshanbe Suri," thus reducing 

the translation's overall effectiveness and richness. 
 

TABLE 6 

TRANSLATING DATE AND LOCATION 

   ST                                                            هجری خورشیدی  1/8/88امیریه   -طهران  

   HT Tehran - Amirieh, 84/8/1 Solar Hijri Calendar  

Corresponding to September 23, 2005 - Gregorian 

   MT ChatGPT-4 Prompt 1: Tehran - Amirieh, 1/8/84 Hijri 

Prompt 2: November 2005 in the Gregorian calendar 

MateCat Tehran-Amiriya 1/8/84 Hijri 

 

ChatGPT-4's first answer captures the location accurately but provides the date in a simplified format without 

specifying the calendar system clearly as "Solar Hijri." The second prompt, as displayed in Table 6, attempts to provide 

a Gregorian calendar equivalent, specifying "November 2005," which shows an effort to translate the date into the 

Gregorian system but lacks the exact day and misinterprets the month compared to the human translation. MateCat 

provides a translation that mentions the location and the date in a format similar to the ST but, like ChatGPT's first 

prompt, does not specify the calendar system as "Solar Hijri." It does not attempt to convert the date into the Gregorian 

calendar, leaving the contextual information translation incomplete. The HT not only specifies the date and location but 

also indicates the calendar system ("Solar Hijri Calendar") and provides the exact Gregorian calendar equivalent 

("September 23, 2005"). This level of detail is crucial for understanding the exact timing of the event or record, 

considering the audience might not be familiar with the Solar Hijri Calendar. ChatGPT-4 and MateCat both fall short of 

this standard. ChatGPT-4 attempts to provide a Gregorian equivalent but inaccurately, and neither MT output specifies 

the calendar system as "Solar Hijri," which is crucial for clarity and understanding. In this comparison, although neither 

ChatGPT-4 nor MateCat fully matches the human translation's accuracy and completeness, ChatGPT-4 shows an effort 

to bridge the cultural and calendrical gap by attempting to provide a Gregorian calendar equivalent. However, its 

accuracy regarding the exact Gregorian date is off. Overall, ChatGPT-4 is slightly better in providing more context by 

including a Gregorian date, albeit inaccurately. However, both MTs do not fully meet the standard set by human 

translation in terms of accuracy, specificity, and providing a complete contextual understanding of the date across 

different calendar systems. 
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Figure 3. ChatGPT Translations With Varied Prompts 

 

TABLE 7 

CONVEYANCE OF METAPHORICAL MEANING 

   ST همیشه آن عالیجاه چه در حضر و چه در سفر و حتی در آنات جنگ و غیر جنگ خود را کلب آستان عـلـى علیه السلام می خواند. 

   HT He always, whether in presence or travel, in war or peace, referred to himself as 'Kalb-           ’  

peace be upon him. 

 

Footnote: The dog at the threshold of Ali: In the word ''Kalb' in Arabic, it means 'dog', and here it refers 

to the dog of the threshold of Hazrat Ali, signifying a disciple and, metaphorically, a defender and 

        . [T         ’  N   ] 

   MT ChatGPT-4 He always, whether in presence or on a journey, and even in times of war and peace, referred to himself 

as the dog of the threshold of Ali, peace be upon him. 

MateCat Always, whether in presence or on a journey, and even during war and non-war, he calls himself the 

club of Astan Ali, peace be upon him. 

 

ChatGPT-4's Translation accurately catches the essence and metaphorical meaning of the original Persian text. The 

translation correctly interprets "کلب آستان عـلـى" as "the dog of the threshold of Ali," which aligns well with the reference 

translation. The context of being a disciple, defender, and guardian, as explained in the HT footnote, is effectively 

conveyed. MateCat's translation fails to interpret the metaphorical significance of "کلب آستان عـلـى accurately." The 

translation as "the club of Astan Ali" is incorrect and suggests a misunderstanding of the term "کلب" (Kalb), which 

means "dog" in Arabic, not "club." MT has struggled to convey the metaphorical significance and the portrayal of the 

protector and supporter of the Prophet as effectively as the human translator in the book's text and its footnotes 

(Translator's note). However, when comparing ChatGPT-4 and MateCat, the researcher was astonished that ChatGPT-4 

excelled in delivering a relatively accurate translation. A Persian translator might not be aware that the word لب  is an ک

Arabic word meaning "dog," yet ChatGPT-4's translation has been notably precise. This accuracy could be attributed to 

ChatGPT-4's access to a corpus of various languages within its algorithm, demonstrating its sophisticated linguistic 

capabilities. 
 

TABLE 8 

POETIC ESSENCE 

   ST              هرکه چون خاک نیست بر در او 

 بر سر اوگرفرشته است خاک 

   HT Those who rest not as dust at his revered gate, 

Even if angels, must accept dust upon their crown as fate. 

   MT ChatGPT-4 Whoever is not like dust at his door, 

Even if an angel, dust be upon his head. 

MateCat He who is not like dust on his door, 

dust is on his head 

 

Translating poetry is a challenging task, as it requires an accurate and meaningful translation while maintaining the 

beauty and charm of the poem. Poetic translation also needs to preserve the rhythm and rhyme, uncover hidden 

meanings, and convey the excitement and passion inherent in the poem. ChatGPT-4's translation successfully preserves 

the conditional structure of the text "Even if Angels" as well as the format of the poem, accurately reflecting the poetic 

nature of the poem, which has both rhythms and rhymes. While the MateCat provides an accurate direct translation, it 

captures only a portion of the poem's meaning, focusing on humility. However, MateCat fails to accurately transfer the 

message of the poem's second part, the aspect of being "the dust of the door". Comparing these MT systems, the output 

of ChatGPT-4 more precisely captures the conditional structure of "Even if angels" in this verse, and it preserves artistic 

essence and conveys an accurate translation of metaphors and poetic devices while preserving the poem's rich emotional 

content and beauty. ChatGPT-4's translation effort strives to maintain harmony between literary devices, especially the 

rhythm and rhyme, ensuring the fluency and eloquence of the poem. It is worth mentioning that even a Persian 

translator might struggle to effectively replicate the poem's rhythms and rhymes, highlighting that a translator and poets 

need different skills. The skills that ChatGPT-4 has here could help the translator to demonstrate such skills adeptly. 
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Overall, although the MateCat has made a significant effort to preserve the essence and beauty of the poetic devices, the 

ChatGPT-4 has shown a commendable ability to present a natural translation that maintains the poem's meaning while 

capturing its emotional depth and artistic essence of a poem. 

The implication of the findings emphasizes the significant advancement of MT technology from statistical rule-based 

methods to data-driven methods where ChatGPT-4 outperforms MateCat in translating Persian-to-English texts. The 

result implies that advanced large language models leveraging DL technology better capture linguistic nuances, cultural 

context, and semantic meaning (Stahlberg, 2020) compared to the limited language resources used in SMT. As a result, 

these models produce more accurate translations in terms of context, making it ideal for translation workflows. Utilizing 

MT tools combined with human evaluation increases efficiency and credibility and reduces costs to generate culturally 

significant context. The constraints of MT tools open up future research directions in improving methodologies, 

architectures, and domain adaptability for language with limited resources (Farooq et al., 2021). 

VI.  CONCLUSION 

The study's results enhance the understanding of MT, especially regarding the complex Persian-English language pair. 

By comparing the BLEU scores and accuracy of ChatGPT-4 with those of MateCat—a widely used open-source MT 

tool—the study demonstrates ChatGPT-4's superior translation quality. Specifically, ChatGPT-4 achieved a BLEU 

score of 0.88 and an accuracy rate of 0.68, surpassing MateCat's BLEU score of 0.82 and accuracy rate of 0.49. The 

study findings challenge the prevailing skepticism surrounding MT's ability to achieve human-like precision and 

underscore the transformative potential of AI-driven technologies in redefining translation practices. However, it is 

worth noting that semantic accuracy, cultural sensitivity, translating dates and locations, metaphorical meaning, and 

poetic essence are some of the factors that impact the translation quality, which poses challenges significant challenges 

for MT systems, as they require a deep understanding of language nuances, cultural context, and context-specific 

meanings. By closely mirroring the quality of human translations, ChatGPT-4 represents a pivotal advancement in the 

field, offering promising prospects for enhancing cross-cultural communication and understanding. 

VII.  LIMITATIONS AND SUGGESTIONS FOR FUTURE STUDIES 

While the findings of this study offer significant insight into the performance of ChatGPT-4 in terms of MT output 

quality and human evaluation, it is crucial to acknowledge the limitations. The reliance on BLEU scores as the sole 

metric for evaluation, supported by accuracy metrics, might not capture the nuances of linguistic quality and semantic 

accuracy in translations. While the BLEU score can provide quantitative quality translation analysis, supporting the 

result with other evaluation metrics is recommended to deliver a comprehensive translation assessment, including the 

semantic similarity, fluency, and nuances of machine translations. It follows that the dataset used for comparison only 

focused on unidirectional translation from Persian to English. This limitation could impact the generalizability of the 

study's conclusions across all languages. 

As for suggestions for further studies, the promising results of this study pave the way for a deeper investigation into 

how AI-assisted translation can redefine the accessibility and standards of translation practices globally. Future studies 

should explore the broader implications of these technologies on the translation industry, focusing on their potential to 

complement human skills and improve global communication. Training translators to effectively use AI tools could also 

leverage human and MT strengths, enhancing the quality and efficiency of translation processes. The study indicates 

that ChatGPT-4 performs exceptionally well; therefore, the researcher suggests that future research should explore 

integrating AI tools into translator training programs. This approach will facilitate accessibility and global access to 

information worldwide, which is a pressing need. The researcher passionately asserts, "While the world is divided by 

physical borders, let us ensure that language does not become another border". 
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