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Abstract—The present study compares the performance of three machine translation tools in English-Arabic
translation to answer the questions of (a) whether the three machine translation tools, Google Translate,
Systran and Microsoft Bing can be ordered in a hierarchy of performance, and (b) whether they can handle
lexically and structurally ambiguous sentences and garden path sentences. Using a number of constructed and
selected English sentences, the morphosyntactic features of number, gender, case, definiteness, and humanness,
agreement between cardinal numerals and their head nouns, lexically and structurally ambiguous sentences
and garden path sentences are used to test the three machine translation tools for performance. The results
show that (a) as far as handling the morphosyntactic features of subject-verb agreement in Standard Arabic,
all three machine translation tools perform equally well, and no machine translation tool seems to perform
significantly better than the other two (b) some marked features (e.g. dual number and humanness) of SA
seem to pose some problems for machine translation tools, and (c) lexically and structurally ambiguous
sentences and garden path sentences seem to be the most challenging sentences for the three machine
translation tools.

Index Terms—machine translation tools, Google Translate, Systran Translate, Microsoft Bing Translator,
English-Arabic translation

I. INTRODUCTION

Machine translation (MT) refers to the use of computer programs to translate texts from a source language
(henceforth SL) to a target language (henceforth TL) with or without the help of human translators with the ultimate
goal of a full automation of the process (Huchins, 1995). Work on MT tools first began in the fifties of the twentieth
century with two opposing approaches to development, one emphasizing the use of statistical models to develop MT
tools, and the other using theoretical linguistic models to develop the tools (Huchins, 1995). Beaver (1955) is credited
as the first person to suggest the use of cryptography, as was used in World War Il and information theory, as discussed
in Claude Shannon for natural language processing (Hovy, 1999, pp. 498-499). Neural networks or artificial neural
networks are designed to mimic the way human neurons connect to one another. Each network is made up of an input
node layer, one or more hidden node layers, and an output node layer. If the output node has a value above a given
threshold, the node is activated and the data in that node are passed on to the next layer. If, on the other hand, the output
of a given node is less than the given threshold, then the node is not activated, and the data in that node are not passed
on to the next node in the network (IBM Education, 2020).

The present study is an attempt to evaluate the quality of English-Arabic translation as performed by three free online
MT tools, namely Google Translate (henceforth GT), Systran Translate (henceforth Systran), and Microsoft Bing
(henceforth MB). The goal of the study is to investigate the performance of these three MT tools by focusing on the
complex morphosyntactic features of subject-verb agreement in the features of gender, number, case, humanness and
definiteness, targeting cases of lexical and structural ambiguity, and investigating how these machines handle garden
path sentences. The choice of the features of number, gender, case, humanness and definiteness is dictated by the fact
that Standard Arabic (henceforth SA) exhibits complex and sometimes idiosyncratic patterns of agreement in these
features; therefore, it is the belief of the authors of this paper that no proper evaluation of English-Arabic MT tools can
be made if the evaluation process does not take into account the morphosyntactic features targeted in this study.
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Il. RESEARCH QUESTIONS

The present study aims to answer the following research questions:

(1) Can the three MT tools investigated in this study be ordered in a hierarchy of performance?

(2) Do the three MT tools encounter problems with lexically and structurally ambiguous sentences and garden path
sentences?

This paper is organized as follows. Section Il includes the research questions of the study. Section Il is the literature
review. Section IV reports on the methodology and instruments used. Section V reports on the results of the study.
Section VI is a discussion of the results, and section V1I concludes the paper.

I1l. LITERATURE REVIEW

The literature on English-Arabic-English MT tools falls into three groups. The first group of studies evaluates the
performance of one MT tool, namely GT with a focus on the types of errors that the tool is making, be they lexical,
syntactic or semantic. For example, Al-Samawi (2014) considers the errors made by GT in the English-Arabic
translation of 10 texts representing different academic disciplines taken from Wikipedia, and concludes by identifying
an average of 3.66 syntactic and semantic errors per sentence. Jabak (2019) feeds GT with sentences taken from the
book called Thinking Arabic-English translation by Dickins, Hervey and Higgins (as cited in Jabak, 2019) and
compares the output of those sentences to the human translations offered in the book. He concludes that GT makes
some lexical and syntactic errors that negatively impacted the quality of the translations. Abdelaal and Alazzawie (2020)
evaluate the performance of GT in the translation of informative texts from Arabic to English, and conclude that the
most common types of errors are lexical errors (e.g. omission) and semantic errors (e.g. the use of inappropriate lexical
items as equivalents). Aljerf (2021) evaluates the accuracy of GT in the English-Arabic translation of technical terms,
and concludes that GT faces problems with words with varying prefixes, roots combined with the same suffix,
compounds and blends. Sabtan et al. (2021) use comments made on social media to create a corpus of Egyptian Arabic.
Using a number of sentences from that corpus, the authors feed a number of sentences into GT and evaluate the output
of GT English-Arabic translation. They conclude that GT makes a number of mistakes having mostly to do with lexical
addition (i.e., adding words that are not in the SL text) or omission (i.e., omitting words that are in the SL text). All of
the above studies show the inadequacy of MT compared to that of human translation.

The second group of studies on English-Arabic-English MT compares the performance of GT against that of another
MT tool. Al-Kabi et al. (2013) test the performance of GT against that of Babylon in the English-Arabic translation of
some well-known English sayings as well as some sentences taken from websites. The authors use the automatic
evaluation metric called the Bilingual Evaluation understudy (BLEU), and conclude that GT does a better job than
Babylon in terms of the precision of translation. A similar conclusion has been reached in Almahasees’s (2018) study
where the performance of GT is tested against that of MB in the English-Arabic translation of 25 sentences taken from
Petra News Agency of Jordan using BLEU as an evaluation metric. The study concludes that GT does a better job than
MB. Similar studies on other language pairs can be found in Seljan et al. (2012).

The third group of studies on English-Arabic-English MT focuses on the attitudes of a specific population, namely
university students in the Arab World towards the use of MT tools. Alhaisoni, E. and Alhaysony (2017) find that the
majority of their Saudi university students use GT to help them read English textbooks, look up the meaning of a word,
or do their writing assignments.

The present study differs from all of the literature cited above in a number of significant ways. First, unlike all
previous studies on MT tools, the present study compares the performance of GT to two other MT tools, namely MB
and Systran. Another important aspect which makes the present study stand out is that rather than feeding the MT tools
with sentences or texts and then classifying errors into types such as lexical, syntactic and semantic, a number of
structures and complex morphosyntactic features are tested by constructing sentences that target those features. For
example, gender as a linguistic feature may not appear as a problematic aspect of MT between English and Arabic when
random sentences are fed into the MT tools. However, it might turn out to be problematic once we take into account
areas of SA morphosyntax where gender agreement is quite complex, as in the case of gender agreement between the
verbs and subjects that refer to nonhumans. Complex patterns of agreement also arise when one considers gender
concord between cardinal numerals and the head noun, an area which is known in the literature on Arabic linguistics to
be quite complex (Ryding, 2005). A third aspect in which the present study is unique is that it includes for the first time,
to the best of our knowledge, sentences that are structurally and lexically ambiguous as well as sentences that cause
initial temporary parsing problems for humans, known in the literature on psycholinguistics as garden path sentences.

IV. METHOD

In this study, three MT tools are tested for performance against one another, and these are GT, Systran and MB. The
choice of these three MT tools is dictated by two important factors. The first is that some of these tools such as GT is
the most widely used MT tool by individuals around the world (Greene, 2016) and others such as Systran are widely
used by corporations and organizations such as the European Commission (Wilks, 2009). The second factor that
motivated the choice of these MT tools is that all three are free of charge.
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GT is one of the most widely used MT tools used to employ statistical models for the purpose of translation, but
since 2016 it moved to neural machine translation (Alkhawaja et al., 2020; Abdelaal & Alazzawie, 2020), when fed
with a word or a phrase, it searches the Internet from the billions of documents that are translated by human expert
translators in order to find a translation for the source language word or phrase. To find a good translation candidate,
GT searches specifically for pages on the Internet that have identical domains with different endings such as /en or /fr.
The software has then to make a decision; either that the candidate is a good candidate, and therefore it is in, or that the
candidate is not a good candidate, and therefore, it is out; in other words, GT is a binary decision- making system rather
than one that assigns a given weighting to a given pair. This software started as a statistical-based system, but later
developed into a hybrid statistical-based system and a rule-based system (Greene, 2016). The software offers
translations in more than 103 languages (Almahasees, 2018).

Systran is the oldest MT tool that initially provided translation services to the US Ministry of Defense and the
European Community. It started as a rule-based MT tool, and later developed into a hybrid rule-based system and a
statistical-based system (de olivera & Anastasiou, 2011; Zughoul & Abu-Alshaar, 2005).

MB started as a statistical-based system, but has recently developed into a neural system. It offers translation for
more than 60 languages (Almahasees, 2018).

The following morphosyntactic features are targeted in the present study.

A. Number, Gender, Case, and Definiteness

SA is a language where adjectives agree with the head nouns in gender, number, case and definiteness (Ryding,
2005). To illustrate, consider the following examples.

1) a Laila  Taalibat-u-n mujidda-t-u-n*

L. student.FSG-NOM-INDEF hard.working-FSG-NOM-INDEF?
‘Laila is a hardworking student.’

b. *Laila Taalibat-u-n mujidd-u-n
L. student.FSG-NOM-INDEF hard.working.MSG-NOM-INDEF

C. *Laila Taalibat-u-n mujidda-t-aan
L. student.FSG-NOM-INDEF hard.working.F-DU.NOM.INDEF

d. *Laila Taalibat-u-n mujidda-t-a-n
L.student.FSG-NOM-INDEF hard.working-FSG-ACC-INDEF

e. *Laila Taalibat-u-n al-mujidda-t-u

L. student.FSG-NOM-INDEF DEF-hard.working-FSG-NOM
The examples in (1) are all ungrammatical except for the one in (1a). The reason for the ungrammatical status of (1b-
e) is the mismatch in one of the features of gender, number, case or definiteness between the nominal predicate Taaliba
‘student’ and the adjective mujiddat ‘hardworking’ modifying the nominal predicate.

B. Subject-Verb Agreement

SA is a language which exhibits two different types of subject-verb agreement depending on the order of the subject
(S) and the verb (V). In the V-S order, the verb is always singular regardless of what number feature the subject has.
This rule explains why (2a) is grammatical, but (2b) is not. In the S-V order, the number feature on the verb must match
the number feature of the subject; otherwise, the sentence is ungrammatical, as can be shown in the contrast between
(3a) and (3b).

2 a Hadhar-at I-fataat-aani I-hiSSat-a

attend.Pst-F.SG DEF-girl.F-DU.NOM DEF-class-ACC
‘the two girls attended the class.’

b. *Hadhar-ataa  [|-fataat-aani I-HiSSat-a®
attend.Pst-F.DU DEF-girl.F-DU.NOM DEF-class-ACC
3) a ?al-fataat-aani hadhar-ataani I-HiSSat-a
DEF-girl-DU.NOM attend.Pst-F.DU DEF-class-ACC
‘The two girls attended the class.’
b. *?Pal-fataat-aani hadhar-at I-HiSSat-a
DEF-girl-DU.NOM attend.Pst-F.SG DEF-class-ACC

C. Subject-Verb Agreement in the Feature of Humanness

SA has an idiosyncratic feature, where the number and gender features of the verb in both the V-S and the S-V orders
are always singular feminine whenever the subject is plural non-human (Ryding, 2005). This is shown by the contrast
between (4) and (5).

! The following abbreviations are used in the study. ACC = accusative case; DEF = definite; DU = dual number; F = feminine; GEN = genitive case;
INDEF = indefinite; M = masculine; NOM = nominative case; PL = plural number; Pst = past tense; SG = singular

2 Targeted morphosyntactic features are bolded.

8 A star * before a sentence is the standard notation used in the linguistic literature to indicate that a sentence is ungrammatical.
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4 a nahag-at I-Hamiir-u
bray.Pst-F.SG = DEF-donkey.M.PL.-NOM
‘The donkeys brayed.’

b. *nahag-a I-Hamiir-u
bray.Pst-M.SG DEF-donkey.M.PL.-NOM
5) a ?al-Hamiir-u nahag-at
DEF-donkey.M.PL.-NOM bray.Pst-F.SG
‘The donkeys brayed.’
b. *?Pal-Hamiir-u nahag-uu
DEF-donkey.M.PL.-NOM bray.Pst-M.PL

D. Agreement Between Cardinal Numerals and Head Nouns

Another idiosyncratic feature of the agreement system of SA relates to the type of agreement between cardinal
numerals and head nouns. The type of agreement observed is known in the Arabic linguistic literature as gender polarity
or morpheme polarity (Al-garni, 2021). For example, when the numeral is between 3 and 10, the numeral and the head
noun must show inverse agreement in gender rather than normal agreement, as is shown in (6).

(6) a. qara?-at Laila thalaath-at-a  kutub-in

read.Pst-F.SG L. three-F-ACC book.M.PL-GEN
‘Laila read three books.’

b. *qara?-at Laila thalaath-a kutub-in
read.Pst-F.SG L. three. M-ACC  book.M.PL-GEN
‘Laila read three books.’

E. Lexically and Structurally Ambiguous Sentences

One of the characteristic features of natural languages is ambiguity in the sense that sentences can sometimes be
lexically or structurally ambiguous (Hillert, 1997; Hutchins & Somers, 1992). To illustrate, consider the following
example from English.

(7)  The man put the book in the box on the table.

The sentence in (7) is structurally ambiguous, as it can mean either (7a) or (7b).

a. There is a box, which is on the table, and the man put the book in the box.
b. The man put the book in a box and put the box on the table.

Interestingly, the equivalents of structurally ambiguous sentences such as (7) are not structurally ambiguous
sentences in SA. For example, (7) can be rendered into SA either as (7c) or as (7d) neither of which is structurally
ambiguous.

(7) c waDa¢-a r-rajul-u I-kitaab-a
put.Pst-3.M.SG DEF-man-NOM DEF-book-ACC
llagi fii I-Sunduug-i Cala
which in DEF-box-GEN on
T-Taawilat-i

DEF-table-GEN
“The man put the book which is in the box on the table.’

d. waDa¢-a r-rajul-u I-kitaab-a
put.Pst-3.M.SG DEF-man-NOM  DEF-book-ACC
fii I-Sunduug-i  wa waDaS-a I- Sunduug-a

in DEF-box-GEN and put.Pst-3.M.SG DEF-box-ACC

Cala T-Taawilat-i

on DEF-table-GEN

‘The man put the book in the box and put the box on the table.’

Lexical ambiguity can be illustrated with the following example.

(8) Give mearing.

The lexical item ring in (8) is lexically ambiguous in that it could mean either a ring that one can wear in one of the
fingers, or it could mean a phone call. Especially important in this respect is the fact that MT tools, when faced with
examples such as (8), cannot use the syntactic parsing inbuilt now in most MT tools, as way of resolving the ambiguity,
as the word ring in both meanings has the same syntactic category, namely a noun.

F. Garden Path Sentences

Another type of structures which is also tested in this study is the type of sentences known in the psycholinguistic
literature as garden path sentences (Osterhout et al., 1994). These are sentences that initially cause parsing problems for
humans in that they initially lead the hearer/reader to a wrong syntactic representation (i.e., down a garden path) before
they are later assigned the right syntactic representation. Parsing is the cognitive mechanism responsible for assigning a
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real-time syntactic representation to an incoming linguistic input (Gorrell, 1999). To illustrate, consider the following
example from English.

(9)  The florist sent the flowers was pleased.

When speakers of English initially hear or read the sentence in (9), they are led into a garden path in that they
initially assign the sentence the meaning wherein the florist is the one who sent something and the flowers are the thing
that was sent by the florist. In other words, the sentence is at first parsed as ([The florist] [sent the flowers]). However,
at the point where the hearers/readers encounter the rest of the sentence, i.e., [was pleased], they realize that they have
assigned the sentence an initial wrong analysis, and they reassign the sentence the right analysis, where the florist is the
receiver of the flowers that were sent to the florist by someone. That is, they reassign the sentence the analysis ([The
florist sent the flowers] [was pleased]).

To target all of the above morphosyntactic features and structures, we constructed some sentences and selected a
number of other sentences from the internet. Table 1 below is a summary of each feature or structure and the number of
sentences constructed or selected for the purpose of the present study.

TABLE 1
A SUMMARY OF TARGETED FEATURES AND STRUCTURES

morphosyntactic feature or
syntactic structure

number, gender, case, and
definiteness

subject-verb agreement
subject-verb agreement in the
feature of humanness
agreement between cardinal
numerals and head nouns
lexically and structurally
ambiguous sentences

garden path sentences

total number of test sentences = 60

10-constructed

10- constructed

10- constructed

10- constructed

10 (5 lexically ambiguous sentences + 5 structurally ambiguous sentences-selected)

10-selected

V. RESULTS

The findings of the study are offered in the following tables. The notation [v] indicates that the MT tool offers a
translation which conforms to the grammatical rules of SA, and is considered an acceptable translation of the SL
sentence. The notation [X], on the other hand, indicates that the MT tool offers a translation where the grammatical
rules of SA are not respected, and the translation offered is not an appropriate translation. Table 2 below offers the
results obtained when the sentences constructed to target the morphosyntactic features of number, gender, case and
humanness were fed to the three MT tools under study.

TABLE 2
NUMBER, GENDER, CASE AND DEFINITENESS
English (source) Feature checked GT Systran MB

1) Mary is an Gender  (feminine) EESERRSIPEY FESERTPEN L Ll
intelligent student. agreement [v] [v] 1
2) Mary and Elizabeth | Gender  (feminine) $ e i) 1Y) SINS Ly A unl 5l g 6 ke 10 SIS a5 5 (5 sk o i)
bought tickets for the | agreement 10550 SIS gl 51 9 [X] 1
Opera [v]
3) Jack is an Gender (masculine) SO il da SO @il da &S il dly
intelligent student agreement [] [v] [v]
4) Mary and Elizabeth | Number (dual) | < w3y s ke LA )l a3l 5 o ke Lol Gl il 5l g (s ba
are intelligent students | agreement LSSl X [X]

[X]
5) The workers went Number (plural) | <lwaYb Juall o Jasll (s ) g2 pal Jland) Jlaall q_yual
on strike agreement [] [] [V]
6) The worker went Number  (singular) | «lwal 4 dalall Jaa Gl YU Jalad) ol Salad) o ual
on strike agreement [] [] [1
7) The two Deans Case  (nominative) Ol Hli Sl oaand) LS S8 [v] S Clall Glasaad) S
rewarded the two agreement Cfialldal) slalSay £ LSy
intelligent students Al 1

[v]
8) The two students Case (nominative + Gllldal) s CrobEAY) A Gl s Oa A ldlal) sl
passed the two tests accusative/genitive) CrokEaY) 1 [v1

agreement [v]

9) The writer won two | agreement in SN Oiilan ikl e s Olagea (o jilag <) 38
important awards indefiniteness Onlaga i il Odiaga [v1

[v] ] [v]
10) The writer won agreement in Ol culll 54 Gt ga ya (i il il 3la OB ga pall o iladly <l
the two prestigious definiteness O ga yall [X] 1
awards [v]
Score out of 10 9 7 9
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Of the 10 sentences considered in Table 2, GT has a score of 9 out of 10, MB 8 of 10; whereas Systran has a score of
7 out of 10. Table 3 below offers the results obtained when the sentences constructed to target subject-verb agreement
were fed to the three MT tools investigated in this study.

TABLE 3
SUBJECT-VERB AGREEMENT

English (source language)

Feature checked

GT

Systran

MB

1) The girls attended the

subject-verb

ozl i) & s

Jadll () yias colyiall

Gl 5y gl

class agreement (in [] [1 [v1
person, number
and gender)
2) The girls are listening to subject-verb &) Caaiany cilal) 10531 Al Caaion Calsial) 10531 Al oy i)
the Opera agreement (in B 1 1
person, number [v]
and gender)
3) The boys attended the subject-verb aaadll 2Y §Y) jua Jiadll | 5 pian 2Y Y Caall | pomn Y Y
class agreement (in [v] [v1 1

person, number
and gender)

4) The boys are listening to

subject-verb

S o smaing YY)

Gl 1] iy 3531

s sall () yaaian DY 5Y)

music agreement (in (st gall 1 1
person, number [v]
and gender)

5) The two girls attended the | subject-verb Sl Gl & jams Caall U s (i) Cauall L&) ¢ jaas

class agreement [v] [v] 1]

6) The two girls are listening | subject-verb S laiag bl sl () et lalial) s gall laaiog litial)

to music agreement (in (s sall 1 1
person, number [v]
and gender)

7) The two boys attended subject-verb Juadll lpall jas Caall |5 pumn Y 5YI Caall Gluall juas

the class agreement (in [v1 [v1 1
person, number
and gender)

8) The two boys are subject-verb S Gladivg Glasall s sall ) e (ylal 5l i gall (ladivg Gluall

listening to music agreement (in (s sall [1 [v1
person, number [v]
and gender)

9) The girl attended the class | subject-verb Sl 3l & jamn Sl 3l & jamn Caall & juas L))
agreement (in 1 1 [1
person, number
and gender)

10) The boy attended the subject-verb Jeadll nall jima Juadll pall juas Coall guall joas

class agreement (in [] 1 [1

person, number
and gender)

Score out of 10

10

10

10

Out of a total of 10 sentences, GT and MB each has a score of 10 out of 10; whereas Systran has a score of 09 out of
10.
Table 4 below offers the results obtained when the sentences targeting agreement between the subject and the verb in
the feature of humanness are tested.
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TABLE 4
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SUBJECT-VERB AGREEMENT IN THE FEATURE OF HUMANNESS

English (source) Feature checked GT Systran MB
1) The girls are eating Agreement in Ogalxds OlSL il Oalaa Sl il dl) Calada (plsly sl
their food. humanness between [v] 1] [v1
the verb and the
subject
2) The dogs are eating | Agreement in Lealada JSl B Lgalas JSU oIt} Lealads JSG sl
their food. humanness between V1] [v] 1
the verb and the
subject
3) The boys are eating | Agreement in agalada (180 Y gY) agalals ¢ 5180 Y oY) agalas ¢y 5Sh Y Y1
their food. humanness between [v] 1] "1

the verb and the
subject

4) The leaves of the
tree are falling.

Agreement in
humanness between
the verb and the
subject

Jadlui § i) (3)9)
[v]

Jadluti § i) (3) 90
[]

a8l 3 ) (390
[v]

5) The girls ate their

Agreement in

V] etk oIS il

Oealada ¢S] i)

Cealada cildl) s

food. humanness between 1 1
the verb and the
subject
6) The boys ate their Agreement in [V] peslade N Y JS) st Lal) o8 pgalals Y oY1 IS
food. humanness between el ]
the verb and the 1
subject
7) The dogs ate their Agreement in Lealala IS il Lealads ) Jss [V] eeials oSS s
food. humanness between [v] [v]
the verb and the
subject
8) The cats ate their Agreement in [V] -Leslals Jakal) il Lglala Jakadl) s Lgalala Jakadl) il
food. humanness between 1 [v1

the verb and the
subject

9) The airplanes have

Agreement in

sll ¢l yilal) cuntB] x5}

L sill il yitdal) cad8f 5l

L sill il yitdal) cad8f 5l

just taken off. humanness between [v] [v] V]
the verb and the
subject

10) The teenagers ate Agreement in Lagalala (g8l pall J gl 0sish ¢ sBa ) s g agaleda () g1 pall JSI

their food. humanness between [v] pealala 1]
the verb and the 1

subject

Score out of 10

10

10

10

Out of a total of 10 sentences, all three MT have a score of 10 out of 10. Note that what is of interest is the agreement
in the feature of humanness between the subject and the verb. Therefore, the translation offered by MB of sentence (7)
above is considered correct even though the target translation is ungrammatical in SA, as the pronominal object a2—
does not agree in humanness with the verb isi,

Table 5 below offers the results obtained when the agreement between cardinal numerals and their head nouns is
targeted.
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TABLES
AGREEMENT BETWEEN CARDINAL NUMERALS AND THEIR HEAD NOUNS IN GENDER
English (source) Feature checked GT Systran MB

1) I bought three Inverse gender ol S A3y il ol S A3y il ol 8 L0 oy )
chairs agreement between the [1 1 1

numeral (F) and the

noun (M) in the noun

phrase
2) | bought nine Inverse gender il S dai oy ) il S dad oy i) il S A oy i)
chairs agreement between the [1] [1 1

numeral (F) and the
noun (M) in the noun
phrase

3) I bought ten
chairs

Inverse gender
agreement between the
numeral (F) and the
noun (M) in the noun
phrase

ol S 5k oy

V]

ol S 5k oy

V]

il S B8 Ty il
1

4) | bought ten

Inverse gender

Y gl 3 pde oy il

) 34 8 e oy i)

g bk oy il

tables agreement between the [X] [X] [X]
numeral (M) and the
noun (F) in the noun
phrase
5) I bought thirteen Inverse agreement on G S e 253y jid) e Gy il L S i A3 oy jidl
chairs the first part of the 1 L S [1
numeral (F) and head 1
noun (M)
6) | bought nineteen | Inverse agreement on B S e Aad oy il e Aad oy il L S e Aadi i)
chairs the first part of the [1] s 1
numeral (F) and the 1

head noun (M)

7) | bought sixteen
forks

Inverse agreement on
the first part of the
numeral (M) and the
head noun (F)

AS gl e Al Cy jiG)
[X]

AS gl e Al Cy JiG)
[X]

AS gl e Al cy jiG)

X]

8) | bought thirteen

Inverse agreement on

BLa 8 e A Cy il

8 pdie &y il

Ol BLE B e ABYE oy yial

toothbrushes the first part of the ol Ol 4 3 [X]
numeral (M) and the [X] 1
head noun (F)
9) I bought nine Inverse agreement on Gl gl o iy 150 ala gl gy i) Gla gl oty il
paintings the first part of the 1 [v1] 1
numeral (M) and the
head noun (F)
10) | bought four Inverse agreement on DB} Ay i oy i) A8 day i oy il abiny a8 day i oy il
pencils the first part of the uaba uaba 1
numeral (F) and the [] 1

head noun (M)

Score out of 10

Out of a total of 10 sentences, GT and MB each has a score of 7 out of 10; whereas Systran has a score of 8 out of 10.
Table 6 offers the results obtained when lexically and structurally ambiguous sentences are targeted.
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TABLE 6
LEXICALLY AND STRUCTURALLY AMBIGUOUS SENTENCES
English (source) Feature checked GT Systran MB
1) The man put the book | Structural ambiguity QU Ja sl iy | Al da sl pag Goriall (& QU pa g o)
in the box on the table Sle Gruall B Ayl e 3 sanall Ayl e
ALl [X] X]
[X]
2) I killed the king with | Structural ambiguity Alall b Sl bl b OSaally elld)
the knife oSl X1 X1
[X] ‘
3) I killed the king with | Structural ambiguity Dl ALl ki 8l Dl ellal) ks eal ey Gl b
the red hair aaYl aall X1
[X] x] ‘
4) Chop the tree with Structural ambiguity Bl ¢Lal 35k 5 el (il 3V pe byl o
the leaves SsY4 Sl [X]
X] x]
5) Draw the man with Structural ambiguity Jal ma ) & da )l Tgusasl) il Il g da Ml s
the sunglasses Tonelll el Uailly el el jUail) [X]
X]_ X]_ i
6) Give me aring Lexical ambiguity Al el Lals kel Wik il
(homonymy) [X] [X] [X]
7) | bought a pen for my | Lexical — ambiguity (IS Ll i) NN S Bl i)
dog (polysemy) [X] [X] [X]
8) I am looking at the Lexical  ambiguity aas okl U | deludlaas ) kil vl deludlas, ) ksl vl
face of the clock (polysemy) delud) [X]1 [X]
[X]
9) The crane is picking Lexical ~ ambiguity A Lasils a8 ) A Calati dail Yl b_yia ASaws Jadils 4l )
a small fish (polysemy) b pua b_pa [X]
[X] [X]
10) | bought ten rulers Lexical ambiguity alSa B plie ¢y il | alSas e cy A ol 3 ey jidl
(polysemy) [X] [X] [X]
Score out of 10 0 0 0

Out of a total of 10 sentences, all three MT tools have a score of zero out of 10.
Table 7 offers the results obtained when garden path sentences are targeted.

TABLE 7
GARDEN PATH SENTENCES
English (source) the;(IE(reZ GT Systran MB
1) The horse raced past the Parsing T ol anll s L s 2ny aall g Liu s plaall e 3 (sl
barn fell issue 5_plaall 5_alaall [X]
[X] [X]
2) The old man the boat Parsing ol gaall GOl saall da )l GOl saall dall
issue [X] [X] [X]
3) The florist sent the flowers | Parsing s a3l @l )l SN a1 & oSl dal a3l 2l
was pleased issue [X] BTSN 13 ma OIS
[X] [X]
4) The complex houses Parsing Jobe ganall pacay slje 5 As g e ganall Jle Ol 3 giall ganall pacay
married and single soldiers issue Gl all 2 giall 5 G g 5l Jilse s aa ol Sl
and their families aeidlile 5 X1 [X]
[X]
5) The cotton clothing is Parsing (e Ae shan Akl (Sl e Ao siuae Aghail) GuBldl | (el (g il Qedlall 2a
made of grows in Mississippi | issue (et A 5ald (el (& il (e 44Y
[X] [X] [X]
6) The man who hunts ducks | Parsing bl slaay A da | Allse A daall 3 jUay gl Ja ) Ale 8 dad) 3 Uy 531 o
out on weekends issue & sl Algs clae & sl Al & sma) Al
5 ] X ¥
7) Fat people eat accumulates | Parsing Otk gsaall Gl oS s LSl S (sl S1a ST o saall Gl
issue [X] [X] [X]
8) Until the police arrest the Parsing bt Aa il Jaiad s Dlad il Jied s | ol il lad ddayall Jies s
drug dealers control the issue Sle ok @l il & DLl GpaSaiall il jaddll g oLl e s sl
street. g oLl [X] [X]
[X] . ; ﬁ
9) When Fred eats food gets Parsing b i a8 IS Lexie cson pladall 53 IS Lexie Jrany pladall 3y 53 IS Lexie
thrown. issue plalal [X] cull
X] . k [X]
10) Mary gave the child the Parsing 83lan Jiball (5 jle hhae) | Aakd QK Jilall e 5 e Az IS Jihall Cilaef (o5l
dog bit a bandaid issue Qi e Ay [X]
[X] [X]
Score out of 10 0 0 0

Out of a total of 10 sentences, all three MT tools have a score of zero out of 10.
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Table 8 below is a summary of the scores achieved by all three MT tools on the 60 test sentences used in this study,
and their overall performance given in percentages.

TABLE 8
OVERALL PERFORMANCE OF THE THREE MT TOOLS
MT Overall Performance
GT 36/60 = 60%
Systran 35/60 = 58.33%
MB 36/60 = 60%

Table 9 below shows the overall performance of all three MT tools when the problematic lexically and structurally
ambiguous sentences and garden path sentences are excluded from the count.

TABLE 9
THE OVERALL PERFORMANCE OF THE THREE MT TOOLS (PROBLEMATIC STRUCTURES EXCLUDED)
MT Overall Performance
GT 36/40 = 90%
Systran 35/40 = 87.5%
MB 36/40 = 90%

VI. DiIscussION

The present study was an attempt to answer the following research questions:

(1) Can the three MT tools investigated in this study be ordered in a hierarchy of performance?

(2) Do the three MT tools encounter problems with lexically and structurally ambiguous sentences and garden path
sentences?

To answer the first research question, it is helpful to consider Tables 8 and 9, which provide a summary of the overall
performance of all three MT tools considered in this study. When we consider how each of the three MT tools fared in
terms of their observance of the morphosyntactic features of SA, all three MT tools show evidence of sensitivity to the
morpho-syntactic features of SA with an overall score of 36/40 for GT and MB and 35/40 for Systran. Based on these
figures, we can answer the first research question by claiming that all three [MT tools considered in this study seem to
perform well in English-SA translation. This means that as far as observance of the morphosyntatic features of subject-
verb agreement in SA are concerned, there does not seem to be a difference in performance among the three MT tools
considered in this study. In other words, all three MTs fare well in this respect, and not one of them seems to perform
better than the other two. Our conclusion then is that the first research question receives a negative answer, as no
hierarchy of performance can be provided among the three MT tools.

Notwithstanding the above, there does seem to be some evidence to suggest that dual humber, which is a cross-
linguistically marked number, and the interaction between the dual number and the gender feature on the agreeing verb
pose a problem for MT tools (see for example the performance of all three MT tools on sentence 4 of table 2 above, and
the performance of Systran on sentence 2 of table 2 above). This might explain the errors made by MT tools in table 2
above. There also seem to be evidence to indicate that another cross-linguistically feature, namely that of humanness,
pose another problem for all three MT tools. That explains why all three MT tools made mistakes in table 5 above. Of
particular interest in this regard is the observation that agreement between compound cardinal numerals (11-19, for
instance) and their head nouns seem to be more challenging for all three MT tools than single numerals (see for
example examples 7 and 8 of table 5 above).

When we, on the other hand, consider how the three MT tools fare with lexically and structurally ambiguous
sentences and garden path sentences, we notice a consistent failure of all three tools in handling such sentences. Thus,
the second research question posed in this study is positively answered, as these structures pose a serious problem for
all three MT tools. One reason why the lexically ambiguous structures considered in this study are problematic for MT
tools could be that the source of the polysemy cannot be resolved by recourse to the syntactic category difference
between the target term and its polysemous term, as the target term in all the five lexically ambiguous sentences shares
the same syntactic category with its polysemous word. For example, the term ring in give me a ring (= give me a call)
and in give me a ring (= give me a golden or silver ring to wear) is a noun. The same applies to the other lexically
ambiguous terms used in the test sentences of table 6 above. As for garden path sentences, it seems that unlike humans
who, after an initial failure in assigning the right syntactic representation to such sentences, seem to be able to overcome
their initial failure, MT tools seem at the time of writing this paper doomed to failure when dealing with such sentences.
This, together with the consistent failure of MT tools to provide two translations for the two interpretations of
syntactically ambiguous sentences suggests that syntactic ambiguity is a very thorny area for MT tools to grapple with.

VII. CONCLUSION

One of the major conclusions of this study is that no hierarchy of performance seems possible when we pit the three
MT tools considered in this study against one another. This is because all three MT tools seem to be doing well when it
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comes to SA subject-verb agreement in a number of features. That said, there does seem to be some evidence to indicate
that marked cross-linguistically marked morphosyntactic features such as those related to agreement with a subject
which is dual in number or agreement in humanness with a subject in SA are more problematic for MT tools than
unmarked features.

Another major conclusion of this study is that lexically ambiguous sentences where the target word and its
polysemous term share the same syntactic category seem to be challenging for MT tools.

A third major conclusion of this study is that syntactic ambiguity in the form of a sentence with two ambiguous
interpretations or of the form known as garden path sentences in the psycholinguistic literature is a serious problem for
MT tools.
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