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Abstract—This study evaluates the aptitude of ChatGPT for Arabic-English machine translation. The main 

objective of this research is to scrutinize the quality of ChatGPT's translations and compare its performance 

against machine translation systems, such as Google Translate, which are intricately tailored for translation 

purposes. In addition, the study seeks to investigate the potential integration of ChatGPT into translation 

workflows. Furthermore, we aspire to discern whether ChatGPT's translation efficacy harmonizes with or 

diverges from the profound finesse exhibited by human translation expertise. To accomplish this, a 

comparable corpus of 1000 English sentences and their corresponding Arabic translations was employed to 

evaluate the translation outputs of both machine translation systems alongside a human translation reference. 

The corpus was sourced from Tatoeba, an open online platform and underwent electronic assessment using 

the BLEU (Bilingual Evaluation Understudy) metric. The results indicate a marginal advantage of ChatGPT 

over Google Translate in delivering high-quality translations. Upon evaluating the corpus, we ascertain that 

ChatGPT performs impressively well compared to specialized translation systems like Google Translate. 

However, despite these promising findings, it is essential to acknowledge that even the most advanced machine 

translation technology, ChatGPT, cannot currently match the proficiency of human translation, at least not in 

the near future. 

 

Index Terms—ChatGPT-3-powered translation, machine translation, Google Translate, comparative study 

 

I.  INTRODUCTION 

Machine Translation (MT) stands as a critical field of exploration within the realm of natural language processing, 

and it has garnered significant attention in recent times. The core objective of MT involves the automated conversion of 

textual information from one language to another, facilitated by computational means. Hence, a proficient translation 

system must possess robust capabilities in comprehending and generating language, ensuring the production of apt and 

fluid translations. Previous studies (Liu et al., 2019; Guo et al., 2020) reveal that language models have the potential to 

improve source text comprehension through translation systems, but they face difficulties in producing perfect 

translation. Notably, ChatGPT has proven to be exceptionally skilled in comprehending and producing natural language, 

as seen by its ability to do so in a variety of contexts and produce responses that are human-like. As a result, the 

examination into using ChatGPT in the field of translations appears to be an intriguing and promising direction for 

further research. 

Automatically translating text from one language to another is the focus of neural machine translation (NMT), a key 

task in the field of natural language processing (NLP) (Kocmi & Federmann, 2023; He et al., 2022; Stahlberg, 2020). 

Despite extensive research over the years, machine translation still grapples with several hurdles. These include tackling 

idiomatic expressions, managing translations for languages with limited resources, addressing uncommon words and 

upholding the flow and coherence of the translated text (He et al., 2022). The recent emergence of Large Language 

Models (LLMs) like ChatGPT (Wei et al., 2022; Ouyang et al., 2022; Chen et al., 2021; Brown et al., 2020) has 

significantly propelled the advancements in machine translation. Notably, LLMs can accomplish zero-shot machine 

translation, where a model is capable of translating between language pairs it has never been explicitly trained on, at a 

level comparable to robust, fully supervised MT systems. Moreover, these LLMs find utility across various applications 

beyond machine translation (Jiao et al., 2023; Wei et al., 2022; Wang et al., 2023). 

ChatGPT, an AI chatbot developed by OpenAI and introduced in November 2022 (Ouyang et al., 2022), can 

comprehend instructions within prompts and furnish comprehensive replies. As per the official website (OpenAI, 2023), 

ChatGPT can respond and engage in subsequent queries, acknowledge errors, contest flawed premises and rebuff 

inappropriate solicitations within the conversational framework. The platform amalgamates diverse proficiencies in 

natural language processing, encompassing areas like addressing queries, weaving narratives, employing logical 

reasoning, debugging code, machine translation, and more. We are particularly focused on evaluating ChatGPT's 

performance in machine translation tasks, specifically comparing its performance with that of Google Translate. 

We have formulated a set of research questions and hypotheses to guide our investigation.  

1. How well does ChatGPT-3-powered translation fare in Arabic-English machine translation?  

2. Does ChatGPT-3 surpass Google Translate in its ability to translate between Arabic and English? 

3. To what extent can ChatGPT be integrated into translation workflows particularly for Arabic-English translation 

tasks?  
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4. To what extent does ChatGPT-3's performance in Arabic-English machine translation align with or deviate from 

human translation proficiency? 

The following hypotheses can be derived from the above research questions: 

H1: ChatGPT-3-powered translation exhibits commendable performance in Arabic-English machine translation. 

H2: ChatGPT-3 demonstrates superior performance in Arabic-English machine translation when compared to Google 

Translate. 

H3: The integration of ChatGPT-3 into translation workflows has the potential to enhance the efficiency and 

effectiveness of Arabic-English translation tasks. 

H4: The performance of ChatGPT-3 in Arabic-English machine translation partially aligns with human translation 

proficiency, yet do not fully replicate, the nuanced quality of translations achieved by human translators. 

By addressing these research questions and testing the associated hypotheses, this study contributes to our 

understanding of ChatGPT's applicability for Arabic-English machine translation in an effort to contribute to this 

rapidly changing field. 

II.  THEORETICAL BACKGROUND 

ChatGPT, a transformer-based model, utilizes natural language understanding to create translations. Unlike 

specialized machine translation systems, ChatGPT does not rely heavily on an extensive collection of parallel data for 

translation generation. Instead, it learns language structure and produces translations using a small collection of 

monolingual data (Frąckiewicz, 2023). The primary benefit of ChatGPT lies in its ability to generate high-quality 

translations even when provided with limited data. This characteristic makes it particularly suitable for languages with 

few available resources, a scenario often seen in low-resource languages (Frąckiewicz, 2023). Given that Arabic is 

regarded as a language with limited resources (Almansor et al., 2020; Amayreh & Amayreh, 2020), this research is 

significant since it examines ChatGPT's performance in translating between Arabic and English. 

ChatGPT has proven its capacity to provide translations for low-resource languages, such as Vietnamese, Japanese 

and Korean, which are noticeably better in quality than those produced by specialized machine translation systems. This 

is mainly because ChatGPT adopts sophisticated deep learning technique to extract knowledge from sparse input, 

leading to more accurate translations (Nguyen et al., 2023). In short, ChatGPT is changing the way that low-resource 

languages are translated. Even with little data, ChatGPT can produce excellent translations due to its strong deep 

learning framework. This capability facilitates people's access to translations in their native languages (Frąckiewicz, 

2023), representing a significant breakthrough in machine translation. Its influence on our approach to translation 

accessibility is bound to be enduring and transformative. 

The initial launch of ChatGPT relied on the GPT-3.5 framework. The inclusion of "Chat" in its title alludes to its role 

as a conversational bot, while "GPT" is an abbreviation for generative pre-trained transformer, which denotes a category 

of extensive language models (LLM) (WEF, 2023). A new version, built upon GPT-4, the latest innovation from 

OpenAI, debuted on the 14th of March 2023. Access to this version is restricted to paying subscribers on a limited scale. 

Though primarily designed as an intelligent conversational tool, ChatGPT can undertake various human-like tasks. 

such as crafting poems or resolving coding errors. Nevertheless, recent research by Jiao et al. (2023) indicates that 

ChatGPT, when provided with unsophisticated prompts, exhibits a noticeable disparity in performance when compared 

to other commercial translation systems like Google Translate and DeepL Translate. Unlike its counterparts, ChatGPT 

can adapt its output bias based on the prompt it receives. This means that users can input a range of translation prompts 

into the dialogue box alongside the source content rather than solely requesting translations from ChatGPT. Since 

OpenAI only offers a web interface for accessing ChatGPT, it is impossible to alter its internal components or access 

the intermediary representation of the system. Consequently, in the context of this research, we employed prompts for 

ChatGPT that delineated its translation task and contextual domain. This strategic approach served to guide its attention 

towards the specific input data, thereby aiming to augment the quality of the generated translations. 

ChatGPT has been trained on extensive datasets encompassing a range of subjects. This prompts us to consider its 

proficiency in handling sentences tied to specific fields or potentially unclear ones. In order to activate ChatGPT's 

translation capabilities, we engaged in a conversation with the system. We inquired about its prowess in providing 

translation services and gauged its level of performance in this aspect. The answer is:  
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In addition, we provide prompts to ChatGPT in accordance with Gao et al. (2023), as prompts can improve 

ChatGPT's functionality. The researchers discovered that employing our suggested translation prompts can amplify 

ChatGPT's translation performance. The study's prompts encompass instructing ChatGPT to undertake Arabic-to-

English translation tasks and identify the text's precise domain. For this research, we used the following prompt 

“Provide English translations for the following Arabic sentences. These sentences span various everyday subjects and 

are not limited to any particular genre or specialized field”. 

According to the insights of Gao et al. (2023), when ChatGPT is furnished with accurate particulars concerning the 

input text, like the translation task and contextual domain through the prompt, it can significantly enhance its 

performance. However, if the information becomes exceedingly intricate or laden with noise, this could lead to 

substantial deterioration in performance. Moreover, incorporating the few-shot example technique warrants serious 

consideration as these instances carry a wealth of implicit information that cannot be explicitly conveyed through 

specific text passages. 

According to information on the official website (OpenAI, 2023), ChatGPT has been refined using Reinforcement 

Learning from Human Feedback (RLHF). The aim is to boost the capabilities of these models enabling them to generate 

responses resembling human-like interactions. Through extensive exposure to vast amounts of text data, it learns to 

create detailed replies by adhering to instructions given in prompts. Despite its primary role as an intelligent 

conversational tool, ChatGPT is also adept at various human-like tasks, including machine translation. Nevertheless, 

recent research by Jiao et al. (2023) has highlighted a noticeable performance disparity between ChatGPT and other 

commercial translation systems like Google Translate and DeepL Translate. This disparity is even more pronounced 

when dealing with languages in short supply (Gao et al., 2023). As a result, we will delve into the comparative 

translation performance of ChatGPT and Google Translate using Arabic, a language with limited resources. 

BLEU metric evaluation 

Throughout the development of MT systems, a range of evaluation criteria are employed to gauge the enhancements 

made to these systems. These metrics can also serve the purpose of contrasting different MT systems. It is crucial to 

grasp the implications of the scores yielded by automated metrics when gauging the translation quality. These metrics 

are primarily built on the premise that MT's quality should resemble Human translation (HT). Human reference 

translation is a fundamental requirement to employ these automated metrics. Evaluating MT systems entails a 

comparative examination of their output concerning reference translation. These evaluation metrics furnish evaluative 

scores grounded in the reference translation that bears the closest resemblance (Rossi & Carré, 2022).  

The BLEU measurement assesses translation quality by considering adequacy and fluency. This involves evaluating 

how precisely words match between translations. The accuracy metrics like Precision, Recall, F-measure and BLEU-n 

are used to gauge the quality of translation. Higher scores in these metrics indicate better translation quality. For 

instance, BLEU focuses on the accuracy of n-grams. It measures how close the output from an MT system is to a 

professional HT of the same text. BLEU primarily distinguishes unsatisfactory and satisfactory MT outputs based on 

modified n-gram precision. This is calculated by comparing the matching n-grams between the translated text and 

source divided by the total n-grams in the translated text being evaluated. Each n-gram order's precision is calculated, 

and these precisions are then averaged together geometrically. In BLEU, the standard maximum n-gram order, 

frequently referred to as a string of four words, is employed. In order to discourage the use of sentences that are shorter 

than the reference translation, the metric calculates a modified precision score that has been adjusted with a brevity 

penalty. The resulting scores range from 0 to 1. Formulas 1 and 2 depict the calculation process employed by the BLEU 

metric. Formula 2 demonstrates how the BLEU score is calculated from the BP stated in Formula 1. 

Formula 1 
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Formula 2 

                 

 

   

          

Where N = 4 and uniform weights wn = (1/N) [2] 
 

BLEU scores furnish a quantitative measure of translation quality by juxtaposing machine-generated translations 

against human-crafted counterparts. These scores (see figure 1) are assigned within a range that typically spans from 0 

to 1, 0 to 10, or 0 to 100, with elevated values indicative of superior translation performance. In a simpler context, a 

perfect score of 100 signifies an impeccable alignment between the machine-generated translation and its human-

authored counterpart (Aiken, 2019). 
 

BLEU Score Interpretation 

< 10 Almost useless 

10 - 19 Hard to get the gist 

20 - 29 The gist is clear, but has significant grammatical errors 

30 - 40 Understandable to good translations 

40 - 50 High quality translations 

50 - 60 Very high quality, adequate, and fluent translations 

> 60 Quality often better than human 

 

 
Figure 1. Interpretation of the BLEU Score (Evaluating Models | AutoML Translation Documentation | Google Cloud) 

 

III.  LITERATURE REVIEW 

Recent advances in MT are primarily attributable to incorporating sizable language models like ChatGPT. This 

literature review aims to analyze and summarize findings from several studies exploring ChatGPT's capabilities, design 

approaches and evaluation methodologies in machine translation. Jiao et al. (2023) presented a compelling case for the 

enhanced translation capabilities of ChatGPT when powered by the GPT-4 engine. The study emphasized how GPT-4 

integration significantly improved ChatGPT's translation capabilities, particularly in understanding idiomatic 

expressions, context, and finer linguistic details. The accuracy and fluency of the translations significantly improved as 

a result of this synergy. The study showed that ChatGPT, combined with the GPT-4 engine, became a proficient 

translator capable of competing with professional translation services for even far-off and low-resource languages (Jiao 

et al., 2023). The results confirmed ChatGPT's development into a skilled translator with expanded language coverage 

and improved robustness across various linguistic contexts, substantiating its expanding role in the machine translation 

landscape. 

While Jiao et al. (2023) focused on the enhanced capabilities of ChatGPT with the GPT-4 engine, Gao et al. (2023) 

delved into the influence of prompt design on its translation quality. They (2023) focused on the influence of prompt 

design on ChatGPT's translation quality. Through empirical research, the researchers examined various translation 

prompts to improve the model's capacity to produce accurate and contextually appropriate translations. The study noted 

ChatGPT's potential to support machine translation and illuminated prompts' crucial role in maximizing translation 

outcomes. The research demonstrated that ChatGPT, when directed by carefully crafted prompts, could achieve 

comparable or even superior performance compared to commercial translation systems. This was done by 

experimenting with different prompts across various translations. The results showed how prompt design and 

ChatGPT's strength in natural language understanding and generation worked harmoniously, advancing machine 

translation capabilities. 

Wang et al. (2023) explored the application of ChatGPT to document-level translation shedding light on its capacity 

to ensure coherence and consistency within extended texts. The study evaluated ChatGPT's performance in generating 

cohesive translations for entire documents providing crucial insights into its scalability within practical translation 

scenarios. Discourse modelling was a central theme in Wang et al.'s (2023) investigation, which focused on three main 

areas: the influence of Discourse-Aware Prompts on discourse phenomena and translation quality; a comparison of 

ChatGPT's translation abilities with advanced document-level MT methods and commercial MT systems and an 

analysis of discourse modelling capabilities and the effects of training techniques. 

A comprehensive framework was presented by Peng et al. (2023) to utilize ChatGPT's capabilities in machine 

translation. They proposed strategies encompassing input text preprocessing, model fine-tuning and output post-

processing to enhance translation accuracy and coherence. The study discussed the drawbacks of earlier methods that 

relied on straightforward prompts and fell short of utilizing ChatGPT's capabilities entirely. Domain-Specific Prompts 
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(DSP) and Task-Specific Prompts (TSP) were developed due to the researchers' investigations into several variables, 

including temperature, task information and domain information. The results provided key insights: lowering 

temperature improved performance, task emphasis improved results, domain knowledge improved generalization, and 

these prompts could reduce ChatGPT's propensity for hallucinations in non-English-centric MT tasks.  

In contrast to Peng et al. (2023), who presented strategies to enhance translation accuracy, the study by Bang et al. 

(2023) explored a wider context of ChatGPT's reasoning abilities and interactivity. Bang et al.'s (2023) conducted 

thorough analysis that examined ChatGPT in a wider context. It included a range of tasks, languages and modalities. 

This study went beyond translation evaluation to explore ChatGPT's reasoning abilities, resistance to hallucinations, and 

interactivity in translation scenarios. The authors suggested a quantitative evaluation framework for interactive Large 

Language Models (LLMs) like ChatGPT using 23 datasets covering eight different NLP application tasks. This 

evaluation considered multitasking, multilingualism, and multimodal interaction by combining existing datasets with a 

newly created multimodal dataset. The study's results demonstrated ChatGPT's impressive performance, frequently 

outperforming zero-shot learning benchmarks and even refined models on various tasks. 

While Peng et al. (2023) and Bang et al. (2023) presented comprehensive frameworks and assessed ChatGPT's 

performance across a range of tasks and modalities, the research understudy focused on the translation aspect and its 

application to a particular language pair. It focused on Arabic-English machine translation and contrasted ChatGPT's 

performance against Google Translate. By doing so, we address a research gap by examining ChatGPT's potential in 

this field, while also advancing our understanding of its overall performance. 

The study by Lu et al. (2023) introduced a novel method called "Error Analysis Prompting" to assess the translation 

quality of LLMs, such as ChatGPT, in a way that closely resembles human evaluation. This method involved 

identifying specific error types in the translation output and prompting the model to rectify these errors. Error Analysis 

Prompting enables LLMs such as ChatGPT to produce MT evaluations that resemble human evaluations at the system 

and segment levels. The research findings not only discussed ChatGPT's advantages and disadvantages as an MT 

evaluator but also offered insightful advice on how to create powerful prompts for context-aware learning, encouraging 

further advancements in translation assessment methods.  

Similarly, Lyu, Xu and Wang (2023) explored MT's dynamic landscape facilitated by LLMs like ChatGPT. They 

explained how ChatGPT was applied in novel ways in MT to address the changing problems in the field. Their study 

effectively pushed the boundaries of translation quality and efficiency in the context of MT by utilizing ChatGPT's 

capabilities. The authors envisioned and suggested various futures for MT based on LLMs, such as stylized MT, 

interactive MT and MT based on Translation Memory. These novel directions highlighted the potential of LLMs and 

herald the emergence of cutting-edge strategies to improve translational effectiveness. 

The performance of ChatGPT, specifically in translating between Arabic and English, was examined in the study by 

Khoshafah (2023). The study aimed to evaluate the ChatGPT 3.5 model's translation precision in light of its cross-

cultural communication applications. The study entailed translating texts of various genres, including those with 

historical, literary, media, legal and scientific content and then contrasting ChatGPT's translations with those of trained 

human translators. Language accuracy and context coherence were the evaluation criteria. The results highlighted 

ChatGPT's aptness for translating simpler content and its limitations in accurately comprehending complex texts. 

Despite the thorough exploration of numerous aspects of ChatGPT's capabilities and its application in machine 

translation within previous literature analysis, this study distinguishes itself by directly comparing the performance of 

ChatGPT-3 and Google Translate with a specific focus on translating from Arabic to English. This comprehensive 

comparison sheds light on the performance of these two well-known translation systems.  

Furthermore, the assessment of their performance not only grants us valuable insights into their suitability for 

seamless integration into diverse workflows but also underscores the far-reaching implications and practical 

applications of incorporating ChatGPT into contexts entailing professional translation. Moreover, the appraisal of 

ChatGPT-3's performance in relation to the proficiency of human translators, as evaluated through the BLEU metric, 

serves to enrich our understanding of machine translation technology's capacity to achieve translation quality on par 

with that produced by humans. 

IV.  METHODOLOGY 

This research adopts a quantitative research methodology. The process includes systematic data gathering, thorough 

analysis, and rigorous evaluation of translation quality within the established context of recognized machine translation 

metrics and standards. 

A.  Data Collection Procedures 

Due to the constraints posed by the limited availability of Arabic datasets and computing resources, our data 

collection process focused on a subset of 1000 arbitrary sentences. These sentences were extracted from Tatoeba (2023), 

an online collaborative platform that offers an extensive array of sentences in numerous languages. Tatoeba's main 

objective is to establish a varied and all-encompassing repository of sentences beneficial for acquiring languages, 

practicing translation and conducting linguistic investigations. Tatoeba operates as an open-source initiative, with its 
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data accessible through a Creative Commons license. Consequently, the material on Tatoeba can be freely employed 

and distributed contingent upon proper acknowledgement and adherence to the licensing conditions. 

To ensure methodological rigor, both ChatGPT and Google Translate were accessed via their publicly available web 

interfaces. A common set of sentences was selected for translation using both systems, ensuring the uniformity of 

evaluation conditions and minimizing the influence of random variables. This meticulous approach enhances the 

reliability and comparability of our analysis. 

The choice to employ the free versions of Google Translate and ChatGPT aligns seamlessly with prevailing market 

trends. A significant proportion of users, spanning individuals to small enterprises, opt for these accessible solutions to 

meet their translation needs (Li et al., 2020; Alves, 2019; Plitt & O'Brien, 2018; Koehn et al., 2017). The affordability 

and ease of access offered by these free versions make them particularly suitable for a comprehensive investigation of 

this nature. 

In line with best practices, Google Translate was chosen as a benchmark for comparison due to its generally reliable 

performance. Established in 2006, Google Translate has grown to become one of the leading machine translation tools. 

It currently supports 133 languages, with an additional 24 languages added in 2022 (Harby, 2023). The level of 

accuracy varies depending on the language combination and the content being translated. Some reports suggest that 

Google Translate can achieve an accuracy rate of up to 94% (Castilho et al., 2019). The pivotal moment in Google's 

translation quality came in 2016 when it adopted NMT. This transition significantly improved the quality of translated 

output. According to the information provided by the technology giant, Google Neural Machine Translation (GNMT) 

reduced over 60% of translation errors for major language pairs (Harby, 2023). Regarding dependability and precision, 

Google Translate stands out, particularly for languages with limited resources. In 2022, Google Translate secured the 

top position among 18 other machine translation engines for nearly all language combinations, as revealed by the MT 

evaluation program conducted by Intento (Harby, 2023). 

B.  Data Analysis 

To gauge the performance of both ChatGPT and Google Translate, we employ the BLEU metric, a cornerstone of 

machine translation evaluation. While alternative metrics such as METEOR, TER, BLEU, and NIST exist within the 

machine translation community, the prevailing consensus endorses BLEU as the primary yardstick for developers 

(Maučec & Donaj, 2019). As attested by Warner (2022), BLEU stands as the most frequently adopted metric, 

underscoring its relevance and widespread usage. Accordingly, BLEU scores constitute the focal point of assessment 

within our study, affording a comprehensive view of translation precision. 

Our decision to employ BLEU scores aligns with the aim of capturing the nuanced differences between the 

translations generated by ChatGPT and Google Translate. This metric not only provides an objective and consistent 

means of assessment but also grants us the ability to delineate the varying degrees of fidelity each system achieves 

when translating from Arabic to English. As we delve into the ensuing analysis, these BLEU scores will serve as the 

bedrock upon which the comparative evaluation of translation accuracy will be conducted. 

V.  RESULTS AND DISCUSSION 

The analysis focused on comparing the ratio of flawed sentences to those lacking meaningful insights in machine 

translation. The findings were presented in figure 2 which displays the outcomes of an automated calculation 

determining the accuracy of ChatGPT and Google MT systems across varying four-gram sizes. The process entailed 

computing the BP, identifying the reference with more common n-grams, computing the length (represented by 'r' as per 

formula 1) and then evaluating the total length of the MT translation denoted as 'c'. This method amalgamated precision 

values into an overall score called the BLEU score. 

After evaluating 1000 sentences in our dataset, the n gram scores for ChatGPT (green) were found to be as follows;1-

gram: 77.56, 2-gram: 67.49, 3-gram: 59.77, 4-gram: 53.30. These scores were found to surpass those of Google 

Translate (blue) which were: 1-gram: 75.96, 2-gram: 66.20, 3-gram: 58.78, 4-gram: 52.51". 

The results signify a more favorable outcome for ChatGPT, indicating that it produced translations with a higher 

degree of accuracy and meaningful content when compared to Google Translate. Specifically, ChatGPT achieved a 

BLEU score of 53.30, surpassing Google Translate's score of 52.51. However, it is important to note that even with 

ChatGPT's more positive performance, the analysis still revealed the presence of errors in a number of examined 

sentences, suggesting the need for subsequent editing to enhance translation quality and overall coherence. 
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Figure 2. BLEU Scores for Google Translate and ChatGPT 

  Google Translate 

ChatGPT 

 

To illustrate the observed variations in translation quality between ChatGPT (green) and Google Translate (blue), the 

following examples are taken randomly through the BLEU metric system. 
 

 

 

 

 

 
Figure 3 (a, b, c, d, e). Examples of Translation Quality Comparison 

Randomly Selected Examples of Translations From the Dataset, Evaluated Using the BLEU Metric System 

Source: Adapted From Data Collected in This Study. 
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This paper aimed to evaluate ChatGPT's performance in machine translation tasks, specifically comparing its 

performance with that of Google Translate. For this purpose, the following research questions were formulated:  

1. How well does ChatGPT-3-powered translation fare in Arabic-English machine translation? 

2. Does ChatGPT-3 surpass Google Translate in its ability to translate between Arabic and English? 

3. To what extent can ChatGPT be integrated into translation workflows particularly for Arabic-English translation 

tasks? 

4. To what extent does ChatGPT-3's performance in Arabic-English machine translation align with or deviate from 

human translation proficiency? 

Based on the analysis, we can now discuss the findings of this research in relation to the abovementioned research 

questions and the corresponding hypotheses. 

H1: ChatGPT-3-powered translation exhibits commendable performance in Arabic-English machine translation. 

We confirmed the research hypothesis as our analysis demonstrates that ChatGPT-3-powered translation displays 

commendable performance in the realm of Arabic-English machine translation. Based on the interpretation of BLEU 

scores in figure 1, ChatGPT's score signifies the translation's high quality. The model categorized the outcome as "Very 

high quality, sufficient, and fluent translations". 

H2: ChatGPT-3 demonstrates superior performance in Arabic-English machine translation when compared to Google 

Translate.  

We confirmed the research hypothesis as BLUE score for ChatGPT is higher than Google Translate score. 

H3: The integration of ChatGPT-3 into translation workflows has the potential to enhance the efficiency and 

effectiveness of Arabic-English translation tasks. 

We confirmed the research hypothesis as according to figure 1, the model categorized the score as "Very high quality, 

sufficient, and fluent translations." This implies that it can be seamlessly integrated into professional workflows. 

H4: The performance of ChatGPT-3 in Arabic-English machine translation partially aligns with human translation 

proficiency, yet does not fully replicate the nuanced quality of translations achieved by human translators. 

We confirmed the research hypothesis as the results demonstrated that ChatGPT-3's performance in Arabic-English 

machine translation is “Very high quality, sufficient, and fluent translations” according to the BLEU score of 53.30. 

However, this score remains below the threshold of surpassing human translation quality (typically above 60), 

indicating a partial replication of the nuanced and contextually rich translations achieved by human translators.  

By addressing these research questions and testing the associated hypotheses, this study offers fresh perspectives on 

the practical utility, comparative effectiveness, and human parity elements of ChatGPT-3 in the context of Arabic-

English translation, and, thus, contributes to the advancement of academic discourse. This multifaceted exploration 

contributes to the theoretical discourse and carries significant implications for the practical implementation of these 

translation systems in real-world scenarios.  

Based on our analysis, one could argue that ChatGPT can be used as long as it is not your only step in the translation 

workflow. It can be used in the translation workflow if additional steps are taken; grammatical and spelling 

proofreading and localization for cultural nuances.  

ChatGPT could perform the same tasks as other machine translation tools. It assists translators in providing even 

better, faster, and more efficient translations of spoken or written text. It reduces the duration and expense of translation 

services enabling translators to produce translations more quickly without compromising quality. Also, it reduces the 

cost and increases the availability of translation services, particularly for individuals and small businesses. 

When we asked ChatGPT if it was good at translating languages, the tool admitted its shortcomings. In the machine's 

words: 
 

 
 

The ongoing debate surrounding machine versus HT persists, revolving around whether MT will eventually supplant 

HT, particularly at a time when MT continues to make strides. MT has notably diminished the language barrier. After 

all, MT surpasses humans in at least two key aspects of translation: its ability to work much more swiftly and cost-

effectively. These advantages are particularly appealing in today's landscape, where saving time and money is 

paramount for most businesses. Consequently, certain translators express apprehension that excessive progress in MT 

might jeopardize their professional prospects.  

However, MTs are riddled with numerous shortcomings, limiting their applicability in various spheres of life. 

Outputs from platforms like Google Translate, ChatGPT-3 powered translation and comparable systems only serve a 

354 THEORY AND PRACTICE IN LANGUAGE STUDIES

© 2024 ACADEMY PUBLICATION



specific purpose: to glean the overall meaning of the source text. However, human ingenuity and intellect remain 

integral components of translation, and thus far, no software has succeeded in replicating these qualities.  

MT is and will continue to be utilized, but the necessity for human evaluation of translation quality persists if only to 

ensure accuracy (Puchała-Ladzińska, 2016). Machines can expedite the translation process, yet they can neither entirely 

replace the human factor nor attain the pinnacle of excellence. 

In the meantime, machine translation systems should be regarded as tools for translation assistance, while human 

translators take on the role of post-editors. Machine translation can establish a base for professional translators to 

review, rephrase, enhance the writing style and adapt the content to fit the specific context and audience of the target 

language. This means that instead of starting from scratch, the translator cross-checks, proofreads and refines machine-

generated translations. A notable advantage of this collaboration between humans and machines is the increased 

efficiency of the translator. 

The connection between machines and humans is one of mutual supplementation. According to statistics and ongoing 

research, modern technologies like machine translation will never be capable of completely supplanting humans; their 

role is more about aiding rather than jeopardizing human translators (Şahin & Gürses, 2021). Translators adept in using 

machine translation possess a competitive edge over those unfamiliar with current translation tools. 

Hence, the apprehensions among human translators regarding potential displacement by machines in the future are 

unfounded. Nevertheless, the role of the translator is anticipated to evolve inevitably. Human translators might shift 

from being direct translators to becoming editors, refining materials previously translated by machines as machine 

translation systems advance further. 

VI.  CONCLUSION 

This study has preliminarily assessed ChatGPT's capabilities for machine translation between Arabic and English. 

This study aimed to evaluate the translation capabilities of ChatGPT and identified its position in the translation 

workflow by comparing its output with that of Google Translate. The study used a comparable corpus of 1000 Tatoeba 

sentences assessed using the BLEU metric. The results showed that ChatGPT outperforms commercial translation 

systems like Google Translate in producing high-quality output and even slightly outperforms them when given specific 

translation tasks and context domains. Despite significant progress in ChatGPT's translation capabilities, the study 

emphasized the value of human translators in preserving translation quality, particularly for complex and nuanced 

content. The coexistence of human expertise and machine translation tools was recommended to enhance overall 

translation accuracy and fluency. Further research opportunities lie in exploring ChatGPT's performance in other 

language pairs assessing its fluency and naturalness, and conducting human evaluations to provide deeper insights into 

its strengths and limitations. Machine translation tools like ChatGPT are valuable resources in the dynamic machine 

translation market; however, they cannot replace the originality and nuanced thinking that human translators bring to 

the table. The future likely involves a collaborative approach that leverages the strengths of both humans and machines 

to achieve optimal translation outcomes. 

The importance of this study is found in its in-depth analysis of ChatGPT's performance in the context of Arabic-

English translation. We emphasize ChatGPT's potential benefits and shed light on its function as a tool for improving 

Arabic-English translation tasks by conducting a methodical evaluation and benchmarking against Google Translate. 

Our study of ChatGPT's incorporation into translation workflows further advances the technology's practical application 

by highlighting its usefulness in actual situations. By conducting this study, we hope to advance knowledge of machine 

translation's capabilities and limits, particularly in the context of Arabic-English translation, and to help decision-

makers make well-informed choices when integrating AI technologies into translation workflows. 

The outcomes of this study have the potential to illuminate the variations in translation quality between human and 

machine translation. This investigation carries significance as it lays the foundation for a theoretical framework 

concerning the accuracy of machine translation. In a broader context, there is a genuine effort to enhance our 

comprehension of the effectiveness of machine translation compared to HT in converting Arabic to English texts. This 

holds value for translators, students, educators and specialists in the field. The insights gained from this research can be 

advantageous for software developers working in the machine translation domain, aiding them in enhancing the quality 

of machine-generated translations. Additionally, these findings may serve as a valuable resource for field experts 

engaging in comparative analyses within machine versus HT. 

While this study concentrated on translating Arabic source text into English target text, extending research to 

encompass other language pairs is worth considering. Furthermore, this current investigation was confined to short texts 

underscoring the recommendation for future research to include longer passages to establish wider applicability. 

Similarly, the scope of this work was restricted to just two machine translation systems: ChatGPT3 powered translation 

and Google Translate. Subsequent research could delve into other machine translation systems, linguistic aspects, a 

wider variety of texts and human translators.  
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